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ABSTRACT
Rapid advancements in artificial intelligence and machine 
learning (AI/ML) in healthcare raise pressing questions 
about how much users should trust AI/ML systems, 
particularly for high stakes clinical decision- making. 
Ensuring that user trust is properly calibrated to a tool’s 
computational capacities and limitations has both 
practical and ethical implications, given that overtrust or 
undertrust can influence over- reliance or under- reliance 
on algorithmic tools, with significant implications for 
patient safety and health outcomes. It is, thus, important 
to better understand how variability in trust criteria 
across stakeholders, settings, tools and use cases 
may influence approaches to using AI/ML tools in real 
settings. As part of a 5- year, multi- institutional Agency 
for Health Care Research and Quality- funded study, we 
identify trust criteria for a survival prediction algorithm 
intended to support clinical decision- making for left 
ventricular assist device therapy, using semistructured 
interviews (n=40) with patients and physicians, analysed 
via thematic analysis. Findings suggest that physicians 
and patients share similar empirical considerations 
for trust, which were primarily epistemic in nature, 
focused on accuracy and validity of AI/ML estimates. 
Trust evaluations considered the nature, integrity and 
relevance of training data rather than the computational 
nature of algorithms themselves, suggesting a need 
to distinguish ’source’ from ’functional’ explainability. 
To a lesser extent, trust criteria were also relational 
(endorsement from others) and sometimes based on 
personal beliefs and experience. We discuss implications 
for promoting appropriate and responsible trust 
calibration for clinical decision- making use AI/ML.

INTRODUCTION
Rapid advancements in artificial intelligence and 
machine learning (AI/ML) in healthcare have raised 
pressing questions about how much users should 
trust AI/ML systems, particularly for high stakes 
clinical decision- making. To date, the AI ethics 
literature has highlighted concerns about accuracy, 
bias, transparency and trustworthiness of AI/ML 
systems, issues which are now globally recognised 
as paramount for responsible AI/ML governance. 
The USA and EU have proposed policy frameworks 
to advance trustworthy AI, both separately1 2 and 
together in their recent ‘TTC Joint Roadmap on 
Evaluation and Measurement Tools for Trustworthy 
AI and Risk Management’ (December 2022).3 These 
high- level efforts to develop responsible AI/ML are 
crucial; however, they must also be informed by 
empirical insights into trustworthiness criteria from 
users and stakeholders of real AI/ML tools in real 
healthcare settings as well as normative reflection 

around the ethical and practical impacts that may 
result from placing trust in these systems.

The pillars of trustworthiness—for example, 
those identified and defined by the National Insti-
tute of Standards and Technology2—are likely 
to vary in importance across different tools, use 
settings and end- user dynamics.4 For example, a 
risk predictor for cardiovascular disease may raise 
different ethical and trust considerations than a 
radiomics tool for cancer detection. Identifying 
which elements of trustworthiness to prioritise 
for which tools in which environments should be 
an ongoing priority. Furthermore, different stake-
holders may prioritise different trust criteria, with 
little agreement on which criteria constitute a 
‘ground truth’ for evaluating AI/ML trustworthi-
ness. Examining variation in trust criteria among 
stakeholders provides crucial insights into how 
these tools are likely to be used in real settings (eg, 
under- reliance vs over- reliance), and the degree 
to which these usage patterns align with emerging 
recommendations for high stakes AI/ML use. This 
effort draws a distinction between how much stake-
holders do versus should trust these systems, based 
on emerging evidence about their performance 
capacities and potential impacts. It also highlights 
the distinction between trust (an attitude) versus 
reliance (a behaviour) made by Ajzen and Fishbein.5 
While the latter is often considered a behavioural 
extension of the former, trust is not strictly deter-
minative of behaviour, as other factors can bypass 
trust to directly influence reliance on machines. 
Organisation, cultural and environmental factors 
such as workload and need for multitasking (eg, 
in high pressure or fast- paced environments) can 
increase reliance on machines by necessity,6 7 even if 
trust is low. Furthermore, psychosocial factors like 
situational awareness,8 self- confidence of the oper-
ator and level of task expertise9 can impact users’ 
reliance on machines. Thus, the level of reliance 
exhibited by peoples’ behaviours may not accu-
rately reflect their underlying trust, nor represent 
optimal ways of interacting with machines.

Our study is among the first to report on stake-
holders’ subjective perspectives on considerations 
for trust and trustworthiness of AI/ML- based 
models for risk prediction for a high- stakes medical 
procedure: implantation of a Left Ventricular Assist 
Device (LVAD) for patients with advanced heart 
failure. Identifying trust criteria for an algorithm 
with such significant survival and mortality implica-
tions in contexts of high outcome uncertainty may 
offer broader normative insights about how physi-
cian and patients should (and should not) integrate 
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AI/ML risk prediction tools into high stakes clinical decision 
making than has been established in previous research.

BACKGROUND
The particular AI/ML tool examined in our research with 
stakeholders is a risk prediction calculator designed to predict 
survival outcomes for patients with advanced heart failure after 
receiving a LVAD. At the time of interviewing, the calculator was 
in the early stages of development and intended to use Bayesian 
machine learning to predict personalised patient outcomes 
related to both survival and adverse events postimplantation, and 
to be integrated into a validated decision support platform10–12 
to inform shared decision- making about LVAD among clinicians, 
patients and caregivers. We conducted semistructured interviews 
as part of an ongoing (5 year), multisite study to explore stake-
holder attitudes towards integrating ML- based personalised risk 
(PR) estimates into clinical decision- making for patients consid-
ering an LVAD. Here, we present results specifically focused on 
stakeholders’ attitudes towards the acceptability and perceived 
trustworthiness of such a calculator.

METHODS
We conducted 40 in- depth interviews with stakeholders recruited 
(January–November 2021) from six academic medical centres, 
including physicians with LVAD expertise, nurse coordinators, 
patients and their caregivers in clinical decisions about LVADs 
(table 1). Our interview guide was developed by our team of 
ethicists and qualitative research methodologists based on issues 
raised in the clinical and ethics literature related to risk commu-
nication, the use of AI/ML tools in healthcare as well as through 
our 7 years of experience working with our stakeholder popu-
lations.10–12 We piloted our guide with two participants from 
each stakeholder type. Questions relevant to this paper explored 
perceived trustworthiness, accuracy and relevance of PR scores 
for decision- making. The study was approved by the Institu-
tional Review Board at Baylor College of Medicine. In line with 
our IRB’s approved waiver of documented written consent, all 
respondents offered verbal informed consent to participate. The 
number of interviews was not predetermined but rather arrived 
at using a criterion of diminishing informational returns from 
each subsequent interview (ie, ‘saturation’). Of the 40 interviews 
conducted, we left out two caregivers from this analysis because 
we did not feel we had enough data from this group to make 
confident conclusions about their perspectives. This omission 
resulted in a total of 38 interviews.

Participant sampling
Interview participants were recruited from six partnering 
sites. We identified potential participants through physicians 
and nurse coordinators on our advisory panel. Our primary 
sampling criteria for physicians and nurse coordinators were 
that they are actively involved at providing patient education 
and/or care to patient candidates for LVAD. Inclusion criteria for 
patients and caregivers is that the patient was actively engaged 
in or had already engaged in decision- making regarding LVAD 
treatment. While stakeholder demographics were not part of our 
sampling criteria, we did document demographics such as age, 
gender, ethnicity and LVAD status, both for reporting require-
ments and to explore any systematic variation by demographics 
in stakeholders’ perspectives. We contacted potential candi-
dates by email or phone by a research coordinator (BHL) and 
attempted to include perspectives from patients both pre- LVAD 
and post- LVAD. Interviews lasted on average 40 min (±7.4 min) 
and were conducted via phone or videoconference by members 
of the research team trained in qualitative interviewing by a 
medical anthropologist (KK- Q). Patients and caregivers received 
compensation for their time.

Data analysis
Interviews were audio- recorded, transcribed verbatim, and 
coded and analysed using MAXQDA 2020.13 Team members 
(JB- B, KK- Q, BHL) collaboratively developed a codebook and 
issues related to perceived acceptability, trust and accuracy were 
explored across code outputs. Four research assistants were 
trained in qualitative analysis by a medical anthropologist (KK- Q) 
and engaged in two rounds of preliminary coding to reduce 
interpretive variation in coding styles and applications. Each 
transcript was coded by merging work from at least two coders. 
We examined intercoder reliability in two preliminary phases 
of analysis during which all coders coded the same interviews 
(n=4 transcripts, with two transcripts coded in each round). We 
examined intercoder reliability represented as the percentage of 
times any two coders applied the same code to the same text 
within and across documents with at least 25% overlap of the 
selected text segment(s), resulting in a interreliability matrix 
of 4×4 coders (KK- Q, BHL, MH, JS). After the first prelimi-
nary coding phase, we collaboratively reviewed discrepancies in 
coding applications with a goal of achieving greater consensus 
in interpreting text segments in line with our code concepts. We 
then engaged in another coding round and repeated this step, 
resulting in fewer interpretive discrepancies. To reduce even 
further the potential for interpretive bias in coding applications, 
we selected two coder pairs to code the remaining transcripts 
moving forward. We selected coder pairs by systematically 
matching coders with the lowest intercoder reliability (ie, those 
with maximally different interpretations), resulting in two coder 
pairs for each document going forward, allowing us to halve the 
total number of transcripts between these coder pairs. Thematic 
Content Analysis14 was used to inductively identify themes by 
progressively abstracting relevant quotes, a process that entails 
reading every quotation to which a given code was attributed, 
paraphrasing each quotation (primary abstraction) and further 
identifying which constructs were addressed by each quotation 
(secondary abstraction). To ensure credibility and dependability 
of our findings, all abstractions were validated by at least one 
other member of the research team before calculating thematic 
frequencies to characterise stakeholders’ responses. In rare cases 
where abstractions reflected different interpretations, members 
of our research team met to reach consensus.

Table 1 Sample demographics

Patients Coordinators Physicians

Total% Total % Total % Total

  n = 18 47% 6 16% 14 37% n=38

Male 11 29% 1 3% 12 32% 64%

Female 7 18% 5 13% 2 5% 36%

White 8 21% 4 11% 8 21% 53%

AA/Black 10 26% 2 5% 0 0% 31%

Asian 0 0% 0 0% 6 16% 16%

Other 0 0% 0 0% 0 0% 0%

Pre- LVAD 1 3% -- -- -- -- 3%

Post- LVAD 17 45% -- -- -- -- 45%

LVAD, left ventricular assist device.
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FINDINGS
Overall, physicians and patients tended to share similar consid-
erations and criteria for trust, though they discussed them via 
different lexicons. In order of prevalence, trust considerations 
for both stakeholder groups were primarily epistemic in nature, 
focused on the accuracy and validity of PR scores. However, we 
also identified trust criteria that were relational as well personal 
belief- based. We elaborate on these findings below.

Epistemic considerations for trust
Accuracy
For both stakeholder types, trust was overwhelmingly discussed 
in terms of the perceived accuracy of algorithmic outputs 
(see table 2). For physicians, in particular, accuracy was often 
discussed in statistical terms, for example, via measures of posi-
tive predictive value, including area under the curve statistics. 
Physicians disagreed on how much accuracy is necessary, with 
some citing requirements of ~70% and others demanding 
upwards of ~90% accuracy. Some physicians noted that they 
demand higher levels of accuracy for estimates intended to 
inform choices about pursuing an intervention with life- or- death 
implications versus those intended to predict postoperative 
adverse events and manage postoperative care. Patients, on the 
other hand, discussed accuracy in simpler terms of whether an 
algorithm was ‘right’ or ‘wrong’. Both physicians and patients 
stressed the need for models to be prospectively validated for 
accuracy.

Validity
Both physicians and patients also described how their trust is 
contingent on the relevance of training data sets, validation 
cohorts (eg, emphasising sufficient size and heterogeneity) and 
target outcomes. For example, physicians pointed out that the 
relevance and accuracy of estimates are outcome- specific, with 
some outcomes easier to predict than others (eg, gastrointestinal 
bleeding vs postimplant survival, respectively). Furthermore, 
they argued that trustworthy estimates must account for vari-
ation across clinical sites, surgical teams and specific patient 
management approaches, as well as be device- specific, given that 
models trained on outdated devices will not perform as well for 
state- of- the- art devices. Physicians also noted the limited trust-
worthiness of models trained on data sets in which all patients 
received an LVAD, citing the equal value and relevance of 
learning from non- candidate and decliner outcomes.

Both physicians and patients also underscored challenges of 
estimating outcomes due to significant patient heterogeneity. 
Some physicians cited unanticipated intraoperative events, 
while certain patients cited individual differences (eg, ‘…every-
body has their own risk factor’ (patient 09) and ‘…estimates 
are unique to the individual’ (patient 03)). Patients in particular 
argued that algorithmic estimates cannot account for patient 
agency and determination to change health- related behaviours 
and influence outcomes.

Finally, both physicians and patients said that trustworthiness 
of algorithmic estimates is limited by their inability to account 
for the full range of factors impacting outcomes, including 
chance and/or accidental trauma (eg, to driveline).

Many physicians and patients alike shared that their trust 
in algorithmic estimates is contingent on the degree to which 
systems can reveal the explanatory power of certain input vari-
ables (see table 3). Physicians pointed out that explainability 
becomes particularly important when estimates differ from a 
physicians’ own clinical intuitions or evaluations. Patients simi-
larly wanted to know which sources of information a model 

uses to derive an estimate and expressed concern over whether 
these data sources were relevant or sufficient to calculate a trust-
worthy estimate.

Some physicians, on the other hand, deemphasised the impor-
tance of explainability, particularly in relation to other factors 
cited as critical for algorithmic trust (eg, validation in relevant 
patient cohorts; endorsement by peers). However, physicians 
noted that explainability may be important for communicating 
risk effectively to patients.

Relational trust considerations
Both physicians and patients explained that they would be 
more likely to trust algorithmic estimates that were endorsed 
by members of the medical community who are themselves 
perceived as reputable and trustworthy (see table 4). Physi-
cians, in particular, said they would look for validation studies 
published in reputable, peer- reviewed journals and whether the 
model was highly regarded or endorsed by reputable colleagues. 
Patients expressed that they would likewise be more likely to 
trust a model if it was endorsed by their clinical team.

Personal belief-based trust considerations
A minority of physicians and patients described how their trust 
in algorithmic estimates is influenced by their personal beliefs 
(eg, in their own vs an algorithm’s predictive abilities as well 
as personal beliefs about prediction in general). For example, 
certain physicians expressed a view that algorithms cannot (yet) 
approximate physicians’ expertise, suggesting a broader belief in 
the inferiority of AI/ML tools related to human experts. Certain 
patients also suggested that they place greater trust in faith and 
prayer than in algorithmic estimates, and others emphasised 
the inability of algorithmic estimates to account for the power 
of hope and optimism in determining outcomes. Still others 
expressed distrust in algorithms but could not explain why.

DISCUSSION
Our findings suggest that physicians and patients share a similar 
set of considerations when deciding whether to trust AI- derived 
risk estimates. Here, we consider the ethical and practical impli-
cations of these considerations for acceptability and uptake of 
AI/ML algorithms in healthcare. In our study, both patients’ and 
physicians’ primary trust needs reflect epistemic considerations 
(where knowledge comes from) and, to a much lesser extent, 
relational ones (who else endorses this source of knowledge, 
similar to what Rempel et al referred to as ‘network trust’15) 
and personal ones (about the nature of AI- based knowledge 
and prediction in general). These findings directly challenge a 
pervasive assumption that patients are willing to blindly trust 
an algorithmic tool simply because their clinical team endorses 
it. Instead, patients, just as much as physicians, demonstrated a 
desire to make reflective decisions about whether to trust AI/ML 
estimates. Our findings suggest that users intend to engage in 
reflective decision- making about whether to trust AI tools. This 
finding raises important implications for ethical and regulatory 
approaches to integrating AI in healthcare, including questions 
around agency and the ‘right to know’ whether AI is being used 
in one’s healthcare. Recent regulation issued by the US govern-
ment concerning citizens’ rights around AI, the Blueprint for an 
AI Bill of Rights16 raised the ‘right to know’ as an imperative and 
our findings support a basic notion that individuals have specific 
informational needs around the use of AI in their care.

Both physicians and patients primarily wanted to know 
whether an algorithm’s estimates were demonstrably ‘right’ 
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Table 2 Epistemic considerations for trust

PHYSICIANS PATIENTS

Accuracy ‘To me, at the end of the day I just want a tool that is fairly accurate in terms of 
predictability. How it’s derived, I feel I place less of an emphasis on this and that if it 
works well then it works well.’ (03)

‘I can tell you my personal opinion is, I listen and I make up my own 
decisions cause I've been told wrong information before… I 
could tell you many stories of… information I've been given that was 
different from three different people. And so [risk predictions are] not 
always accurate and made for your particular situation.’ (18)

‘You really need to have RSCs greater than .70-.75, all right?… I think that’s sort of a bare 
statistical minimum if you're going to be telling an individual patient that we can predict 
what’s going to be happening to you.’ (01)

‘I think for survival and RV failure… I really want to [see a] higher bar. I think 
something [an AUC metric] over .09 would be something that I would have to see.’ 
(03)

‘I wouldn't be looking for sensitivity or specificity… I would actually like to 
see negative predictive value and positive predictive value for the model 
performance for the question at hand… The question is how much of it can you 
believe?… Of course it needs to be validated in a large cohort.’ (05)

Validity ‘I think at the end of the day… it goes back to how well it’s validated. If you're able 
to, for example, have a pool of 100 patient cases where this tool is utilized and we see 
that the predictability or the accuracy of some of these predictions in terms of adverse 
outcomes is very good, then that to me is more important than knowing how it’s 
derived or what kind of statistics go into the calculation of these numbers.’ (06)

‘If these numbers are coming from actual studies and patients, 
I'd be pretty trustworthy on that… I'd be kind of trusting 
knowing that these are actual numbers, these are actual results 
of what somebody went through. Like, you're not trying to hide 
anything from me and just make it sound good.’ (02)

‘You have such a relatively small data set. You only have a few thousand a year. You 
don't have 200 000 where you can say that [with certainty].’ (09)

‘Let me think about it a little bit. It would depend on what the study 
expects, right? Like what’s the variation in the study, in the 
prediction. So, what’s the confidence level that you're telling 
me about…. I would say something like this could be 40%, 50% 
of [my] decision because all the inputs are there from a clinical 
standpoint. Beyond that, I'll have to look at the support system and 
some of those other factors.’ (12)

Relevance

Population- 
specific

‘The major bias is that these are patients that have already been selected for 
LVADs, right? So any time you use INTERMACS or UNOS for post- transplant, what 
you're looking at is not a general population, it’s a population that every center 
has made a decision about whether this patient is a good candidate for LVAD. So 
[with this data], I can tell you about folks who end up getting LVAD but cannot tell 
you prospectively, what if you decide that patient does not get an LVAD, right?’ (14)

Patient - 
specific: 
idiosyncratic

‘How’s the operation going to go? There are so many factors that can [happen] 
intraoperatively, and(43)all bets are off.’ (09)

‘The accuracy would be kind of iffy, because everybody has their 
own risk factor… I really think that the accuracy is maybe not as 
high as I would like it to be, so I'm not really sure how to put that 
into words.’ (09)

‘I'm fully aware that everybody’s situation is unique to their own 
individual set of circumstances. So I don't say, ‘Oh my God, you told 
me I had a 75% chance that my quality of life would improve.’ I 
know nobody can do that for me… It’s going to be unique to the 
individual.’ (03)

Patient- 
specific: 
agency/
behaviour

‘If you do what you're supposed to do, I think [the trustability] it’s 
very slim. As far as taking your meds and not doing [consuming] salt 
and everything that they ask you to do… you can help prevent it 
[negative outcomes] by doing the right thing. But whatever was 
meant to be is meant to be, first of all. But if you can help better 
instead of worsen the process, then that’s what you do.’ (07)

Outcome - 
specific

‘The GI bleeding risk is probably something that you can predict very well. I would 
probably take into consideration an [algorithm]-provided percent bleeding 
risk for a patient… I would say that would probably exceed and improve what I 
would kind of eyeball…(44)we're discovering new risk factors to arteriovenous 
malformations. It’s too much in flux. This is not like [you could ask the calculator], 
'Could I get a stat for an LDL of 109?' and then look at 20 000 patients.’ (09)

Site- specific ‘[The data] are not center- specific…surgeon- specific [nor] specific to the 
post- operative care that the team delivers. We [at my clinic] have a very… 
multidisciplinary approach. [When I came here], the one year survival post- transplant rate 
was 75% for the HeartMate II, which was national average at the time. Then we changed 
a lot of things in the management of the patients mostly, and we reached 100%, and our 
average is now low 90 s. So, and this is the same patients(44)different management.’ 
(09)

Continued

 on June 10, 2024 at U
niversity of H

elsinki. P
rotected by copyright.

http://jm
e.bm

j.com
/

J M
ed E

thics: first published as 10.1136/jm
e-2023-109338 on 18 N

ovem
ber 2023. D

ow
nloaded from

 

http://jme.bmj.com/


5Kostick- Quenet K, et al. J Med Ethics 2023;0:1–8. doi:10.1136/jme-2023-109338

Original research

(accuracy), how often (reliability) and for whom (relevance; 
generalisability). Their evaluations for trust focused more on 
where data come from versus how data inputs are computa-
tionally processed. While both patients and physicians wanted 
to know which factors most account for estimate outputs, 
members of neither group voiced substantive concerns about 
using opaque ‘black box’ algorithms nor a fundamental distrust 
in the computational processes themselves underlying complex 
machine learning approaches such as deep learning—issues 
that the normative literature has focused heavily on. Neither 
stakeholder type professed a need to be able to understand 

the underlying mathematical calculations (ie, ‘look under the 
hood’) by which an algorithm reaches a conclusion, as is often 
proposed in the literature on AI trustworthiness and explain-
ability.17–19 Instead, both patients and physicians from our study 
emphasised a desire to know more about the nature of data 
sets—rather than algorithms—used to train algorithmic models, 
in order to gauge relevance of outputs for making inferences 
about target users or subjects. This finding suggests a need to 
distinguish between what might be called ‘source explainability’ 
versus ‘function explainability’, that is, a focus on the nature 
and quality of data sources selected to train an algorithmic 

Device- 
specific

‘I think it’s hard to compare different LVADs, and I know they [INTERMACS] include a 
lot of LVADs, HeartMate 2, 3, HeartWare’s all in there, some of probably the older ones. I 
think when we looked at our institution, you can sometimes see [where the data is from, 
but]….(44)sometimes, we just don't know. I know they [model developers] try to make the 
data work… but sometimes, you just don't know.’ (08)

‘Any and all data that I use from INTERMACS have to be specifically for the HeartMate 3.’ 
(09)

Chance ‘It needs to be very clearly laid out to these patients that there are things that can 
happen that these models absolutely don't account for. [With] the LVAD, trauma 
to the exit site is a one of the number one predictors of driveline infection. And once 
you get a driveline infection, everything starts to spiral down. How can you develop 
a predictive model that’s gonna tell you if a patient is going to drop their 
controller and tug at the driveline exit site – it’d be pretty hard to do, right?’ (01)

‘It’s [algorithmic risk estimate] just such a generalisation really. 
Yeah, I could be in the group that lives 36 months based on my heart 
condition, but what’s to say that my machine won't break in 12 
months? Knock on wood, I've been two and a half years without any 
issues on my LVAD… but I could go into the hospital tomorrow with my 
drive line ripped out and hanging by a thread, and they’d have to crack 
me open again. There’s no telling. Real life. There’s value in this [a 
personalized risk calculator], but… there are so many variables 
that you don't understand or can't predict.’ (11)

LVAD, left ventricular assist device.

Table 2 Continued

Table 3 Epistemic considerations for trust

Physicians Patients

Explainability

Variable selection ‘With humility to the computer being able to process so much more 
than we can, it would be helpful to see where it’s coming from, to 
see and explain it. Maybe you can't explain all of it, so I think it 
would definitely be helpful to see which variables are driving it [the 
outputs]. Obviously, if I want to put an LVAD in someone, and by all my 
normal criteria, I think I should, [and] the machine tells me I shouldn't 
or I should give a lot of pause… [if] I don't know what variables are 
driving that, it’s going to be hard for me to change my decision… It’s 
going to be hard for me to go against my clinical gut decision, if I can't see 
why the computer’s telling this is higher risk.’ (03)

‘A lot of these assessments are not taking things into 
consideration like diabetes, exercise levels, stuff like 
that, and those can have a big impact on how long you 
live. So that’s why I say only about 50% to 75% [accurate], 
because there’s more to it than just the things that 
you're looking at for those six rows there.’ (04)

‘You would want to know that it’s [the algorithm is] incorporating the 
kinds of variables that you heuristically turn to and feel are the most 
important for making a decision.’ (07)

‘Where are you getting the information from? Are you 
doing blood work. What are you doing? Are you just 
looking at me, looking at my heart? What’s going on, 
how are you guys analyzing it?’ (06)

‘[If] I was presented with, ‘You're going to be gone in a 
few days,’ or ‘This is going to keep you going,’… my only 
question [would be): How did they figure, how would 
they know? I mean, it’s just a pretty rough assessment 
of your medical history?’ (18)

Explainability 
(de- 
emphasised)

‘For me, the black box issue is not a huge issue. What’s important is if it’s 
based on published results, et cetera, and in good patient population. I know 
for others it’s probably more important. But for me, I find the black 
box issue less of an impediment.’ (14)

‘I don't think [the black box issue] that’s such a big deal. I think those 
of us that are tech savvy, most cardiologists are, understand the 
added value of applying machine learning tech, adequately enough, that 
you don't need to really explain the black box.(44)explaining it to patients 
is tricky.’ (10)

‘I think I wouldn't have a problem with that [a black box model]… 
Unless I had a very statistical patient that was coming in, that probably 
has more math than I did.’ (08)

LVAD, left ventricular assist device.
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model rather than on the functional nature of the algorithm 
itself, respectively.

Notably, these concepts do not map perfectly onto existing 
terms in the ‘explainable AI’ domain. For example, ‘explain-
ability’ typically refers to the ability to identify and understand 
why and how a conclusion was reached by an AI/ML system. 
Combi et al, following a long line of other thinkers in the 
field,20–22 distinguish this concept from ‘interpretability’, which 
they define as ‘the degree to which a user can intuit the cause 
of a decision (and) to which a human can consistently predict 
a model’s results, based on her experience with the applica-
tion’.23 Others24 25 refer to the latter point as ‘reliability’; and 
the enduring challenges of defining and redefining these terms 
suggests significant conceptual overlap. Neither of these concep-
tions of ‘interpretability’ and ‘reliability’ clearly addresses the 
distinction that physicians and patients from our study make in 
their preferences to know more about data sources versus data 
processing. An important implication is that developers seeking 
to address user trust criteria should be prepared to provide infor-
mation about data sources in addition to—or potentially in place 
of—more technical, functional and process- oriented explana-
tions. This will require not only transparency but also some level 
of expertise in communicating often technical information about 
data sources (eg, statistical composition of training populations, 
settings, etc) in user- interpretable ways. This finding enriches 
emerging understandings in the AI ethics literature around 
the need for explainability and suggests that explanations of 
certain—but maybe not all—aspects of AI/ML may be especially 
important for user trust.

As an extension of source explainability criteria, some patients 
and physicians rationalised that they could never fully trust any 
predictive model (as a matter of personal belief) because they will 
never be able to account for all factors influencing outcomes, that 
is, ‘the long tail’ of hard- to- anticipate factors. Hypothetically 
speaking, if perfectly comprehensive data sets were available, 
algorithmic models would likely demonstrate vastly improved 
performance compared with humans, as demonstrated by recent 
advancements in large language models (LLMs), whose ingestion 
of enormous and topically diverse data sets (eg, large swathes 
of the internet) permit LLMs like Chat GPT- 4 to respond to 
informational requests with unprecedented content expertise, 
reasoning and precision.26 While these systems remain imperfect 
predictors and are susceptible to artificial ‘hallucinations’ and 
other phenomena that are still not well understood,27 they raise 

a critical question for human trust in AI/ML: if these models are 
ever able to ingest all available information, will we trust them 
almost entirely? For the first time, we can pursue this question 
empirically, given the pace at which AI/ML systems are ingesting 
and learning from ever greater data sets. As they continue to 
learn more and more, will we (or should we) continue to recali-
brate our trust in them?

Ethical and practical significance of appropriate trust 
calibration
Until (and whether) users ever have near perfect levels of trust 
in AI/ML systems, evaluations of trust may be better conceptual-
ised not in terms of absolutes (trust vs distrust) but a continuum 
(ie, how much to trust). Indeed, most physicians and patients 
in our study talked about how much to trust an algorithm’s 
estimates, reflecting an effort to calibrate trust according to the 
level of trust one ‘should’ have in the algorithm. The answer 
to this normative question is not straightforward. Furthermore, 
participants did not meaningfully distinguish between actual 
and normative trust considerations, in other words, how much 
they do versus should trust algorithms. However, these are two 
separate questions that deserve further exploration. Trust cali-
bration should depend on a particular algorithm’s performance 
capacities, the nature of its training data sets and the intended 
uses of a particular algorithm.8 28–31 As such, there is not likely 
to be a ‘one size fits all’ level at which trust in AI systems should 
be considered ‘appropriately’ calibrated. While participants’ 
responses suggest an intention to calibrate trust according to 
performance capacities and intended uses, whether they do cali-
brate trust in such a way remains an open empirical question. 
Further observational or experimental research is also needed 
into which conditions (interactional, environmental, disposi-
tional) foster appropriate levels of trust. Ensuring a proper level 
of trust calibration has both practical and ethical implications, 
given that over- trust or under- trust can lead to over- reliance or 
under- reliance on an algorithmic tool in practice. In healthcare, 
missing this mark could have significant implications for patient 
safety and health outcomes. For this reason, we argue that deter-
mining the proper level of trust calibration for a given algorithm 
or AI tool should be an ethical imperative and an integral part 
of algorithmic development and validation. However, this anal-
ysis will necessarily be contextual.4 32 We also argue that stated 
trust (and considerations for trust) should be examined sepa-
rately from reliance behaviours, as the latter may not map in 

Table 4 Relational considerations for trust

Physicians Patients

Peer/expert—
reviewed

‘What’s important is if it’s based on published results, et 
cetera, and in good patient population.’ (14)

‘I trust it pretty much because I did ask how long have they [the medical team] 
been doing LVAD and I was surprised to find out that this had been going on 
longer than I thought it was and pretty much I said that they should have enough 
information right now to tell you what’s going to happen and depending on what 
stage or condition your heart failure is.’ (08)

‘For me, if it’s been validated and published in a peer reviewed 
journal, I probably would trust it.’ (06)

‘It could be accurate. I would say reluctantly, yes, accurate… Of course, you make 
your trust [based on] the knowledge that you get—the knowledge of the people 
like my doctors that have done the study on me individually, rather than on the broad, 
most people type. It would be that reason I would probably trust their [my doctors] 
developing [using] the statistics.’ (17)

‘Probably a paper or the idea that it’s [the algorithmic model is] 
reputed, [if] it has a good reputation and is well thought of 
among people that you care about, colleagues whose opinions 
you care about.’ (07)

LVAD, left ventricular assist device.
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expected ways onto the former. This is because multiple factors 
can influence reliance independent of trust. For example, organ-
isation, cultural and environmental factors such as workload and 
need for multitasking (eg, in high- pressure or fast- paced envi-
ronments) can increase reliance on machines by necessity, even 
if trust is low.8

Determining the ‘right’ level of trust calibration should begin 
with gauging diverse stakeholders’ perspectives for trustworthi-
ness (as we did here) to understand the range of relevant trust 
considerations. Developers of algorithmic tools and data sets can 
use this information to clearly outline the degree to which an 
algorithm aligns with user- defined and consensus trust criteria. 
Other consensus criteria from the scientific community, such 
as those identified by the National Institute of Standards and 
Technology (NIST), should also be addressed. Taken together, 
conveying the degree to which an algorithm meets stakeholder- 
specific and expert- identified criteria for trustworthiness will 
help users to effectively engage in trust calibration and inform 
decisions about how much stock to put in AI tools. Similar to 
how Gebru et al33 argue that datasheets describing the creation 
and use of data sets can help to inform decisions about using 
a data set, we argue that providing relevant information about 
an AI tool’s development can help end- users appropriately 
gauge how much to trust (ie, rely on) a tool. Gerke’s34 recent 
elaboration of AI/ML labels offers concrete examples of what 
type of information should be considered for inclusion, ranging 
from information about a tool’s intended uses (eg, risk stratifi-
cation of patients); technical composition of training data sets 
(eg, statistical comparison of data samples to larger population 
characteristics); data processing approaches (including classifica-
tion cut- offs; use of proxies; etc); validation settings and popu-
lations; alternative data sets and rationale for their exclusion, 
among others.

Rejecting trust calibration: the role of personal belief and 
subjective experience
A minority of our results suggest that some stakeholders are not 
willing to calibrate their trust, as they have already made up 
their minds to distrust, citing subjective perspectives anchored in 
personal experience, emotional dispositions or worldviews that 
cannot be explicitly explained or elaborated on. For example, a 
minority of patients who expressed a high distrust in predictive 
algorithms said that they preferred to make clinical decisions 
based more on hope/optimism and faith than on statistics. Some 
respondents pointed to the role of faith, hope and optimism in 
shaping survival. This belief in the causal superiority of immea-
surable, incomputable phenomena invalidates the conclusions 
of an AI model whose very nature relies on measurement (ie, 
weights reflecting direction and magnitude) and computation. 
Because such beliefs do not lend themselves to disproof, trust 
cannot be easily calibrated towards a normative goal, that is, how 
much the algorithm ‘should’ be trusted in a given circumstance.

In another instance, a patient explained his distrust in AI esti-
mates based on his own experiences of negative outcomes that 
were not anticipated by his clinical team. This patient developed 
a worldview that predictions, broadly speaking, can never be 
fully trusted. Rather than reflecting a dispassionate appraisal 
of an algorithms’ specific performance metrics or data sources, 
this patient’s trust was tethered to a more sweeping worldview, 
confirming a now- established literature that suggests trust and 
uptake of emerging technologies depend to a large extent on 
broader attitudes towards science and technology. These perspec-
tives may in turn be linked to cultural beliefs and/or historical 
injustices related to scientific research that have differentially 

impacted Black and minority populations. A growing aware-
ness in recent years of racial and gender bias among certain AI 
tools has understandably rekindled some of this scepticism and 
distrust.35 36

Towards responsible and rational trust calibration—shaping 
trust
Our exploration of stakeholders’ trust criteria offers an example 
of how to build a baseline understanding of what types of infor-
mation stakeholders require to appropriately calibrate their 
trust in a predictive algorithm. However, an even more revela-
tory indicator of how end- users are likely to employ these tools 
in practice would be to observe trust- related behaviours (eg, 
frequency of use; evidence of over- reliance/under- reliance) in 
real- world settings. Researchers have only just begun to engage 
in such controlled experiments; initial findings demonstrate 
that reliance on algorithms (and their integration into clinical 
decision- making) may be influenced by a variety of factors, 
including task or domain expertise,9 37 as well as the ability 
to recognise bias in outputs (eg, consistent over- or under- 
estimation) and the (separate) ability to correctly address this bias 
in one’s decision- making.38 Other scholars such as Babic et al39 40 
have called for examining human factors and other outcomes 
of using AI/ML in real world settings through the use of well- 
designed clinical trials. Similarly, Gerke et al32 have argued that 
algorithmic tools should be prospectively tested to understand 
their performance as well as human factors impacting their use 
across a variety of procedural contexts that mirror intended use 
settings and human- AI interactions. Such an approach requires 
that researchers both anticipate and measure a wide variety of 
potential factors (institutional requirements; professional expec-
tations and conventions; workflow arrangements) that might 
shape users’ behaviours. An implication is that developers and 
implementors can become more aware — and transparently 
share this knowledge with end users — of which factors and 
features of use settings and end- users may significantly influence 
use patterns and system results.

An additional consideration invoked by our findings is the fact 
that most stakeholders cited verifiable criteria for trust which 
implies the possibility of shaping users’ trust in AI/ML tech-
nologies. This modest discovery has rather large ethical impli-
cations because it raises questions about 1) whether and how 
much developers and implementers should be trying to influence 
(ie, nudge) users’ trust in particular ways; and if so, 2) towards 
what ends (ie, increased uptake?). One perspective is that we 
(researchers; developers; implementers; etc.) should remain 
neutral and merely present users with objective datasheets 
that would allow them to make their own, informed decisions. 
Another perspective, and one we have explored elsewhere, is 
that developers and implementors may consider interface design 
approaches with potential to encourage critical reflection about 
how to calibrate trust when interacting with AI/ML systems.41 
This logic could be extended to try to nudge42 users towards 
greater (or less) trust or reliance, as appropriate. Further empir-
ical research is needed to explore practical and ethical impacts 
of such approaches.

LIMITATIONS
A major limitation to this exploratory study is that we asked 
respondents to comment from a hypothetical perspective; it is 
challenging to discern whether respondents’ viewpoints reflect 
ideal considerations for trust or how respondents might engage 
in actual, real- world decisions and behaviours (eg, reliance) in 
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relation to AI/ML systems. As AI ethics scholars have pointed 
out,32 observational and experimental research is needed to 
test out user behaviours and attitudes in real world settings and 
across a range of use contexts in order to observe and under-
stand the degree to which users rely on them in decision making.

CONCLUSION
The effort to calibrate trust according to system performance 
(accuracy and data source validity --epistemic trust) as well 
as reputation (relational trust) reflects a rational approach to 
managing our relationship with AI. These criteria, which we 
observed to be prevalent among physicians and patients alike, 
reflect that stakeholders from our study share an empirical 
approach to evaluating the trustworthiness of predictive algo-
rithms for healthcare. Further, that evaluations for trust focused 
primarily on the nature, integrity and relevance of training 
data rather than on critical appraisals of the algorithms them-
selves suggests a need to distinguish ‘source explainability’ from 
‘functional explainability’. Priorities for future research should 
include ascertaining who will do the work of identifying and 
communicating the strength and limitations of AI/ML systems, 
empirically observing how trust- relevant information is received 
and acted on across diverse applications, settings and popula-
tions, and what role developers, clinicians and patients and other 
stakeholders can each play in ensuring that human- AI interac-
tions reflect appropriate and responsible trust calibration.
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