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ABSTRACT
Simulations are used in very different contexts and for 
very different purposes. An emerging development is 
the possibility of using simulations to obtain a more or 
less representative reproduction of organs or even entire 
persons. Such simulations are framed and discussed 
using the term ’digital twin’. This paper unpacks and 
scrutinises the current use of such digital twins in 
medicine and the ideas embedded in this practice. First, 
the paper maps the different types of digital twins. A 
special focus is put on the concrete challenges inherent 
in the interactions between persons and their digital 
twin. Second, the paper addresses the questions of how 
far a digital twin can represent a person and what the 
consequences of this may be. Against the background 
of these two analytical steps, the paper defines first 
conditions for digital twins to take on an ethically 
justifiable form of representation.

INTRODUCTION
Imagine you have a serious illness, such as a severe 
heart defect. You are not in acute life-threatening 
danger, and from a medical perspective you are 
reasonably well adjusted, but it is foreseeable that 
surgery will be necessary. The risks of this surgery 
are difficult to predict, and the possible conse-
quences of the operation are uncertain. Good 
advice on the matter is expensive.

One plan sounds bold: you will not be operated 
on at first, but a specific simulation of your heart 
will be created which can then be used to inves-
tigate possible difficulties and complications. In 
such a simulation, which will be referred to in the 
following as a ‘digital twin’, predictions could also 
be made about the potential course of the disease.

Just fiction? Maybe not. There are several 
ongoing projects and collaborations that aim to 
create digital twins. Initial studies demonstrate the 
potential for digital twins to allow clinicians to 
discover and predict problems before they mani-
fest, to better prepare for surgeries and to conduct 
experiments with possible alternative treatments.1 
2 For example, a number of projects endeavour to 
create multiscale digital simulations of the heart 
to monitor circulation and to virtually test medi-
cation in development—ultimately to predict 
drug-induced arrhythmias.3 Furthermore, there are 
attempts to enable the digital twin to not only be 
a passive simulation but to interact with machines 
and tools or their representations.4 5 In this respect, 
there is the potential for digital twins to be a key 
technology in the future of healthcare,6 promising 
health improvements, the reduction of healthcare 
costs and increased personal freedom in dealing 
with one’s biological conditions.7

Despite the question of which part of the digital 
twin scenario is already a real-world phenomenon 
or until now only a hypothetic scenario, it is quite 
obvious that forms of simulations, equipped with 
artificial intelligence (AI) will play an essential 
role in future healthcare. Currently, a lot of bril-
liant theoretical and ethical work has been done 
on better understanding of how the digital shapes 
and possibly transforms established structures and 
procedures; as for example, familiar concepts of 
agency,8 existing modes of trust,9 needs for trans-
parency and explainability10 or questions whether 
specific forms of digital entities should have legal 
and/or moral rights.11 12 With the digital twins, 
however, the current debates will be intensified: 
what is at stake if an AI-driven simulation takes on 
forms of representation and acting on behalf of a 
physical person? Such digital twins do not simply 
interact with physical persons, but they operate on 
parts of the body as representatives or make predic-
tions about future health events of the physical 
person.

Broadly speaking, the term ‘twin’ is understood 
to refer to a close entanglement between an object 
or an entire person and its or her simulation. There 
are some similarities to the concept of a clone,13 
but when compared with each other the concept 
of a digital twin points to at least two distinctive 
features: first, it is strictly designed and produced 
with the idea of identifying and defining charac-
teristic functions of the simulated object or person 
and using them as the basis of the simulation. 
Second—and of great importance for ethical reflec-
tion—the concept of a twin is not only restricted to 
improving diagnosis and therapy but also focused 
on providing predictions on future states of health 
or illness. Digital twins, thus, can be used to simu-
late parts of the body or even the whole body of a 
person in order to make prognoses and in partic-
ular to predict future developments or behaviours. 
Returning to the example of the severe heart defect, 
the simulation can not only be used to make a 
prognosis regarding the best treatment decision, 
but it may also be used to predict a severe defect 
in advance. This prediction could be adapted in 
relation to the simulated person’s current or future 
lifestyle. Further, the digital twin can also assume 
different forms of digital embodiment and may also 
interact with the simulated person by ‘knocking on 
her door’ to warn her or suggest lifestyle changes.

In order to gain a better understanding of the 
possible ethical and societal impact of digital twins, 
this article starts by describing and analysing the 
different approaches of digital twins as well as their 
implications for medicine. Against the background 
of this analysis, it will become evident that digital 
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twins can be used in very different ways. It is crucial to better 
understand these different ways of possible use before we will 
investigate how they can be used for different forms of represen-
tation. What happens to the representation of a person created 
through and by a simulation if it gains a visible and haptic form 
and thus becomes part of the physical world? In more theoretical 
words: the foreseeable rise of digital twins in medical contexts 
broadens the debate from a focus on the agency, patency or 
fairness of AI systems towards the possible embodiment of 
such simulations and the control of embodied persons on their 
simulated representations. I will argue that the embodiment of 
simulations such as those of digital twins not only presents new 
challenges but at the same time may represent a special opportu-
nity for the form of control a person has over the simulation that 
stands or acts on behalf of.

In a first step, I will analyse different types of digital twins with 
a specific focus on the concrete challenges inherent in the inter-
actions between persons and their digital twin. In a second step, 
I will address the question on how far a twin can and should be 
used to act on behalf of a person and what the consequences of 
this may be. In a third and last step, I will define first conditions 
for developing and using digital twins to take on an ethically 
justifiable form of representation.

EVERYTHING CAN HAVE A TWIN? A SHORT GENEALOGY OF 
THE CONCEPT OF DIGITAL TWINS
It is important to take into account the fact that simulation strat-
egies regarding the human body have their roots in, as well as a 
strong connection to, attempts to simulate objects and tools in 
the engineering industry to deal with the increasing complexity 
of technological systems.14 In its inception, the term ‘digital twin’ 
was first used to describe the simulation of tools and machines, 
for example, engines or turbines. The underlying engineering 
approach was to provide a relatively holistic understanding 
not only of a single isolated object but of a complete system 
or an entire production process.15 Alongside swift improve-
ments to such simulation strategies, some challenges remain, 
for example, the required simulation times being too long or 
unforeseeable errors occurring in the initial models of physical 
objects.16 Three important lessons can be learnt from attempts 
to tackle the challenges associated with these simulation strat-
egies: first, the quality of knowledge about the prospective 
simulated representation is the decisive dimension needed to 
achieve precise models, and thus adequate and reliable simula-
tions. Second, the quality of the models depends on the quality 
of the data as well as accurate data matching and analysis. Before 
this, however, a further step is necessary: having access to, or 
being provided with the relevant set of data. This is an especially 
important point when such simulation strategies are used in a 
medical context because in this case the data are not only very 
diverse, but several actors—especially the particular person from 
whom the simulation should be created—have to be willing to 
participate and donate their data. Third, the future persons who 
deal with and operate the simulated entities have to implement 

suitable data management and simulation monitoring systems a 
long time before being able to predict possible failures.4

DIFFERENT SORTS AND MODES OF DIGITAL TWINS
The term ‘digital twin’ in medicine is still relatively fuzzy. What 
can be described as common to all different approaches and 
understandings is that such digital twins are driven by the idea of 
providing a framework to analyse emerging data-driven health-
care practices and their implications for prediction, therapy, 
care and perhaps also enhancement.17 As Bruynseels et al have 
argued, such digital twin approaches in medicine follow an 
engineering paradigm where individual physical artefacts are 
paired with digital models that dynamically reflect the status 
of those artefacts. In the context of medicine in particular, the 
idea of digital twins builds on the merger of biotech and info-
tech: molecular readout technologies have to be systematically 
matched with a large set of data in order to design and create 
personalised virtual models and to complement them with 
continuously tracked health and lifestyle parameters.17 In order 
to create such virtual models of human organs or even entire 
bodies, very detailed biophysical and lifestyle information from 
a person over a long period of time is necessary. This may be 
especially pertinent where questions of digital twins are closely 
connected to the development of, as well as the debates on, 
so-called personalised medicine.

In order to provide a concise understanding of the different 
simulation processes and to better face and map the challenges 
associated with digital twins, as a first step it is necessary to 
develop a more detailed description. In the following, I suggest 
differentiating between different forms of simulation with 
regard to different aspects of the interaction between a phys-
ical embodied person and her simulation. On a technical level, 
Chinesta et al have proposed to distinguish different forms of 
simulated twins.18 Conceptually building on this nomenclature, 
it is possible to better describe different dimensions of digital 
twins in relation to the respective physical entity, especially in 
the context of medicine: embodied persons (see table 1).

The very basic idea of simulations is to emulate a physical 
system by one or more mathematical models in order to describe 
a respective structure or behaviour. A characteristic of such a 
simulation is that it is more or less static. Once fed with the 
necessary data, it offers a detailed model of the physical object 
or structure and does not have to be continuously updated with 
data. Furthermore, such a simulation approach allows for the 
precise determination of whether and to what degree the simula-
tion is an adequate model of the respective physical entity.

Digital twins still can be described as simulations. But they 
include several additional features. Such twins are in need of 
permanent input of data regarding the represented structure or 
behaviour. They are then able to provide real-time simulation 
and feedback. In many cases of basic simulations there is an indi-
vidual physical object which is used as a starting point to build 
a model. This is not necessarily the case with digital twins. They 
can be designed based on specific patterns in mass-collected and 

Table 1  Different forms of simulations in comparison to embodied persons (source: own work)

Basic simulations Digital twins Embodied persons

Sensors Selected singular inputs Sensory networks Five senses
Form of processing Mathematical functions Artificial Intelligence and machine learning Human brain

Form of adaption Static Dynamic Dynamic

Form of appearance Model of respective entity Embodied model of respective entity (eg, avatar, hologram) Physical body
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adequately curated sets of data, while leaving open the possi-
bility for these patterns to track or correspond to a concrete 
physical entity. Although there is the potential to improve data-
based prediction as well as real-time decision making, the price 
to pay is a huge investment in the permanent validation of the 
created simulation.18 Such a validation should ensure that the 
embedded and utilised set of data is correctly analysed and guar-
antee that there is a valid correlation between the simulation 
and the simulated object or entity. Digital twins can further be 
used to combine a physically based model with a specific data 
pattern model for accommodating real-time feedback. Such 
forms of digital twins consist of three basic components: first, 
a simulation core that can solve complex mathematical prob-
lems representing physical models under real-time constraints; 
second, advanced strategies that enable data assimilation, data 
curation and data-driven modelling; and third, mechanisms to 
adapt the model to evolving environments online.18 Not least 
digital twins are backed by several forms of machine learning 
and algorithmic data processing and may in advanced forms 
also be equipped with something we can describe as physical 
embodiment—perhaps not the same sort of embodiment as an 
embodied person, but a visible and haptic form of representation 
in the physical world.

Returning to our example of the severe heart defect, speaking 
of digital twins can have different implications. In the case of 
the basic simulation, there would be an individual simulation 
of the heart. Such a simulation could serve as a precise model 
of the physical object. In the digital twin approach, there would 
not only be a simulated model of the heart, but this would be 
updated with changes regarding the condition of the physical 
object. It would also be integrated into a larger and more impor-
tantly a dynamic simulation of the broader environment, or even 
a simulation of the whole person. Such forms of simulation are 
able to predict possible progressions of diseases as well as suggest 
different treatment options based on a permanent analysis of the 
connected data. Under specific conditions, they become a visible 
part of our physical world and are embodied in a haptic form. 
This would perhaps not be a physical human body but a body in 
the sense that there is a specific physical representation of this 
simulated twin, for example, an avatar or a hologram. This may 
also imply consequences for the interaction between the human 
person and ‘their’ digital twin (see figure 1).

SIMULATING A PRECISE EFFIGY
The central question of this paper is whether, and if so to what 
extent, a simulated twin can be used to represent an embodied 
person. Representation as it is understood here means that the 
simulation functions as a sort of surrogate for the simulated 
object or entity in a specific context: in our case medicine. 
This is an especially important challenge as the simulation is, 
even under the condition of real-time simulation, not located 
in exactly the same time and space as the represented physical 
entity. Thus, the term ‘representation’ is focused on the specific 
interaction between the embodied person and her simulated 
twin. Accordingly, an initial necessary but not sufficient central 
aspect of representation is the correspondence between a person 
and her simulation. Furthermore, in order to think about a simu-
lation that represents a person in a specific context, the interac-
tion between the person and her simulation comes to the fore.

A necessary condition for representation would be a form of 
correspondence between the person and the simulation. The 
term ‘correspondence’ is understood to refer to the extent to 
which the simulation is precise and, in this sense, an adequate 

model of the simulated object or entity, for example, the simu-
lated virtual heart. Thus, the first central criterion for such a 
correspondence is whether—and if so, to what degree and under 
which circumstances—the simulated object is a precise effigy 
of the physical object or entity.19 But what does it take to be a 
precise effigy? A conventional answer would perhaps be that the 
simulation has to be based on adequate and precise data. And 
this, of course, is an essential point. With regard to the example 
of the severe heart defect, using a possible in silico model is a 
responsible approach only if the simulated heart is definitively 
an adequate simulation based on precise data, and this requires 
regular updates.

But at the same time, there is another entangled point here: 
the precision of the simulation not only depends on whether all 
possible data have been considered and are correctly embedded 
and analysed in the simulation model, but the required precision 
of the model itself depends on the specific context in which the 
simulation should be used. Thus, the specific context in this case 
is not merely an extrinsic issue in the sense that the simulation 
could be developed as an independent model and then has to be 
adapted to the specific context afterwards. Instead, the context 
is an inherent criterion for the required precision of the simu-
lation in itself. This is especially important when we take into 
account that the required data in the field of the digital twin 
are not individual data but correlations and inferences out of 
large population-based data sets. In such cases, it is essential that 

Figure 1  Shifts and transformations between physical 
and simulated lifeworld (source: own illustration). The 
conceptually interesting aspect of the simulated twin 
approach is that to some extent it merges the lifeworld 
of physically embedded persons with their respective 
simulated twin. The idea of letting a simulation act as a 
representation of a person (and perhaps a representation 
that is embodied) forces us to think not only about the 
interaction between a person and her simulated twin 
but—especially with regard to the twin’s predictive 
power—about the modes of control required to maintain 
the direction of interaction in a way that is adaptive to 
personal modes of freedom.
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the conclusions drawn about a person by means of correlation 
and analogies apply to the person represented.20 The respective 
context therefore represents a central distinguishing feature 
here, insofar as different contexts are associated with different 
degrees of vulnerability of the person to be represented.21 A 
prediction about the probability to get cancer within the next 
year has a different risk to add new injuries than, for example, 
a prediction about training optimisation. Although in both cases 
there may well be significant risks of injury to the represented 
person, the particular context decisively determines the time 
period for which these will be expected.

Second, this leads to questions of transparency: in order to 
determine and ensure that the simulation is adequate in the 
specific context, transparency is needed not only with regard 
to the data used but also to the standards used, as well as the 
background presumptions. At this point, it is important to differ-
entiate between different users of the simulation. On the one 
hand and most importantly, the person whose organ or even 
entire body is simulated must have the right and the possibility 
not only to know about possible bias but also about the actual 
(planned) use of the simulation. On the other hand, the clinician 
needs transparency regarding the data included, the methods 
and models used as well as the quality in order to gain proof and 
thereby security as to what degree the simulation could still refer 
to evidence-based standards in medicine.

Whether a precise effigy and transparency are sufficient for 
correspondence depends once again on the concrete context of 
the simulated entity. If a relatively simple object is simulated, 
they may be sufficient. But in the specific clinical use of simu-
lated twins, the simulated objects are not mere mundane objects: 
they are treated as if they are for example a person’s organ. This 
means that there is a direct and fundamental dependency of the 
person on the correspondence between the simulated organs and 
the physical ones. Again, at this point, it is important to take 
a close look at the respective context in which a simulation is 
or should be used. For example, the simulation of a person has 
a completely different significance in the context of a sporting 
simulation—where a correspondence between Lionel Messi and 
his simulation has effects on modes of personal and social recog-
nition—or the context of medicine where the correspondence 
between the simulated and the physical heart may be a question 
of life or death.

REPRESENT ME: PLEASE!?
Besides the necessary dimension of correspondence between 
a person and her simulation, a second aspect has to be anal-
ysed. To represent somebody implies a specific kind of 
interaction between the person and her simulation. Specific 
in the sense that it is not a symmetric but an asymmetric 
interaction between a person and a simulation—or to be 
more precise: her simulation. But what does it mean if a 
simulation is her simulation? One possibility would be to 
claim that the simulation of a person has to be the property 
of the person. This may be possible, but due to legal aspects 
it is difficult. Furthermore, the debate about ownership of 
data or simulations tends to suggest a false alternative: the 
question is not whether or not a person owns her simulation 
but if the person has the right as well as the power to direct 
the way in which her simulation is used. In more concrete 
terms, it is a question of control of the simulation and espe-
cially its use as far as the simulation is not only a parallel 
simulation of the respective person but under specific 
conditions takes the place of the person. As in the example 

of the severe heart defect, this could offer important advan-
tages. If my digital twin is a very precise effigy, the simu-
lated heart can be tested instead of the physical one. This 
may provide insights and open up possibilities that would 
not have been possible through an investigation of the phys-
ical heart. In this sense, the simulation takes the place of a 
person’s organ in order to generate more precise knowledge 
about the physical heart or predict further developments 
before their potential manifestation in the simulated object. 
Still, both the simulation as well as the physical object can 
be described as two distinct entities. But on the level of 
medical practice as well as the considered actions, the simu-
lation is conceived of as a surrogate representing the body 
of the represented person.

Accordingly, the simulation is neither wholly one’s own 
nor completely foreign.22 23 This seems to be a paradox at 
first glance. The reason is that the person who gives power 
to a surrogate to represent her never remains uninvolved. 
On the one hand, the surrogate has to act as if she is the 
person represented. On the other hand, there has to be a 
clear distinction between the surrogate and the represented 
entity in order to not be replaced by the representing entity. 
The represented person cannot remain in the position of an 
allegedly uninvolved observer when the simulated twin ‘acts’ 
in her name. In this respect, as the philosopher Lévinas also 
showed in his remarks on representation,24 25 giving power 
to a simulation to act in my name implies the risk of illegit-
imate replacement of the person by the simulation. Substi-
tution in this context describes a phenomenon which is also 
well known in cases where a real person represents another 
real person in medical contexts. The fundamental idea is 
that the representing person acts as a kind of surrogate in 
the name of the represented person. This enables the repre-
sented person to have a say in places where she cannot act 
immediately or cannot have a say anymore. For example, if 
a person has had a stroke or has a severe mental disorder 
such as dementia, she needs somebody who takes her place 
and acts in her name. But even if the representing person 
represents in the best way and tries to perfectly imagine 
the will of the represented person, she remains a substitute. 
Thus, substitution takes into account that to be represented 
can ultimately lead to the experience that the representing 
person or simulation is not acting on behalf of the repre-
sented person anymore.

The tension between owning the representing simulation 
and being aware that the representation is not substituting 
the represented entity increases even more if my simulated 
twin is not only a representation of me and acts in specific 
contexts on my behalf but is able to predict smaller or larger 
parts of a person’s future. As an example, the digital twin 
simulating my cardiovascular system may one day ‘knock 
on my door’ in order to warn me of an imminent severe 
heart disease. In any case, this will change my life completely 
because besides the possibility of offering me opportuni-
ties to ward off the physical manifestation of disease, the 
digital twin will be exercising power over me and my life. 
Once again in the words of Lévinas,26 there is a remaining 
ambivalence in representation, which oscillates between 
enabling new modes of freedom and endangering freedom 
by being captured by the predictive power of the simulated 
twin. Consequently, representation and acting on behalf can 
be described as a process which is not reversible at will. In 
this sense, representation processes are always prone to be 
disrupted and involve a high degree of ambiguity.
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In the eyes of some scholars, for example, the French 
philosopher Baudrillard, this fundamental ambiguity of 
representation is further enhanced when not a real person 
but a digital simulation is acting on behalf: the ‘… simulation 
threatens the difference between the ‘true’ and the ‘false’, 
the ‘real’ and the ‘imaginary’.’ This also has direct conse-
quences for the person who is represented by a simulation. 
The simulation, ‘… the one of which we have always already 
dreamed (but these are only poor bricolages of it) gives us 
the feeling, the vertigo of passing to the other side of our 
own body, to the side of the double, luminous done, or dead 
twin that is never born in our place, and watches over us by 
anticipation.’27 Thus, the argument—currently repeated in 
very different contexts—is the following: a simulation does 
not have the same connection to the physical world as an 
embodied person and thus will fundamentally endanger the 
freedom of the embodied person—or even substitute it. A 
fundamental scepticism against simulations as a legitimate 
representation of corporeal persons may be plausible at first 
glance. However, I will counter this with two arguments:

First, the Baudrillardian scepticism is not a necessary 
scenario. It is quite possible to limit or shorten the process 
of representation as long as the direction of interaction is 
clear and can be controlled. As Baudrillard mentioned, it is 
not the case that the simulation will necessarily replace the 
physical person. Quite the opposite is true: using a simulated 
twin may be a form of personal self-determination as long 
as the simulated person is in charge and has control of the 
simulation. The prerequisite for this, however, is that repre-
sentation is not conceived of solely as a technical one-off act 
but as embedded in an ongoing relation between a person 
and their simulation(s). In order to deal with this ambiva-
lence of representation, there can be good reasons why a 
person, be it in private or clinical representation, modifies 
the manner of representation, transforms it into another 
form, interrupts it or even ends it.

Second, there still remains a problem: if a simulation is 
adequate, that is, corresponds to the respective entity, and 
if we have faced the fundamental challenges of representa-
tion, the decisive ethical concerns the concrete challenge of 
control of the simulation. The line of argumentation will 
be that such an embodiment is not a severe problem and 
could be used to pave the way for a responsible handling 
of simulated twins. In order to better grasp this aspect, we 
have to take a look at what could be meant by speaking of 
an embodied person as being represented by an ‘embodied’ 
simulation.

INTERACTING WITH AN EMBODIED SIMULATION
Interestingly, even the body of a person is not simply present, 
but as the philosopher Merleau-Ponty28 put it, is at the same 
time there and not there. The body of a person is there 
insofar as it can be seen, touched, smelled or heard. But at 
the same time, it is not simply there either in so far as it can 
be disregarded, ignored or overheard. Thus, an embodied 
person is, so to speak, seeing and visible, hearing and audible, 
touching and touchable and thus eludes a clear classification 
of what belongs to her and what is brought to her by others. 
In this respect, we could follow Merleau-Ponty’s theory to 
the idea that the body of a person is always permeated by 
elements of ambiguity. Seeing, hearing, feeling as well as 
speaking and acting persons appear simultaneously as me, 
we and she. The decisive point is that a person understands 

and can describe a body as her own body. The talk about 
my body then does not designate a substantial area of one’s 
own but a relationally located preference, which designates 
a body as mine, yours or hers.29 This is because it is subject 
to a certain temporality, needs a certain place and depends 
on being represented by others in places where she cannot 
personally be at the same time. In this sense, representation 
by a digital twin must not be understood as an attack on the 
person’s integrity or the conditions of her self-realisation 
but can be understood as a prerequisite for a person to exer-
cise her own freedom in certain contexts. For example, an 
in silico operation of the digital twin can provide diagnostic 
insights or therapeutic opportunities, or a digital twin can 
be used to provide healthcare to those without access to 
medical facilities.

The consequence of these conceptual considerations 
would be that such representing simulations can best be 
described as further extensions of a person’s body. They are 
equivalent to prostheses in that they are an integral part of 
the person’s body. Just as prostheses offer new possibilities 
to act and participate in social life as well as to enable expe-
riences one would not be able to have without them, the 
digital twin can be used to offer pathways for new modes of 
possible social engagement of the person as well as helping 
to mitigate health risks. It would be a false dichotomy to 
see the digital twin as a fundamental threat to the embodied 
person. Quite the opposite: it can be used—as a mere object 
or a surrogating representation—to support the vulnerable 
physical body. Whether the digital twin is a benefit or a 
threat for the individual freedom of the simulated person 
then depends on the concrete context of use as well as the 
possibility of directing and controlling the interaction with 
the simulation. Even here the analogy to prostheses is very 
helpful. The benefits as well as the risks of a prosthesis 
depend on whether or not it works the way the respective 
person wants the simulation to (in the sense that she has 
given her consent) and has control of it.

Yet of course, there remains a difference between a 
digital twin and a prosthesis—even though there are a lot 
of prostheses that are equipped with high tech and even 
parts of deep learning or AI. The first disparity is that the 
digital twin may create the effigy of the person by using 
population-based data to find patterns and correlations 
similar to those of the simulated person’s—which would be 
much more complicated to control. One reason is that it is 
nearly impossible for the individual person to foresee the 
outcomes and understand the consequences of the patterns 
and inferences produced by the digital twin.30 The second 
disparity is that it is very difficult to grasp the digital twin as 
a part or an extension of one’s own body as long as there is 
no visible or even haptic connection to the physical world. 
The reason for this lies in the embodiment of persons them-
selves: a person needs certain techniques and information to 
be able to imagine ‘her’ simulation at all. This is different 
with embodied simulations: they impose themselves, force a 
response and thus—as we have seen with Levinas—the possi-
bility of direct control.31 From this perspective, the current 
debates on a possible agency of machines, algorithms or 
robots can also be seen as a debate on the bodily dimension 
of the interaction between humans and machines.

From this perspective, digital simulations can be part of 
ensuring direct interaction and control because their specific 
embodiment engages and fosters more direct interaction. 
This would be especially important in cases where not only 
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separate organs are simulated but an entire body. Such an 
embodiment of the simulation can of course be used for 
problematic purposes as well. As in other contexts of repre-
sentation, such surrogating processes remain ambivalent and 
depend on the concrete level of possible control.

IN SEARCH OF POSSIBLE ORIENTATION IN DEALING WITH 
DIGITAL TWINS
The rise of digital twins in the medical context offers oppor-
tunities as well as challenges. As discussed in this article, one 
central task is the challenge of the representation of a person 
by a simulation. How can it be ensured that the person is repre-
sented in a way she decides and still has the opportunity to direct 
the representation in a way that serves her desires and enables 
her self-determination?

First, it has become an important result of the present discus-
sion that digital twins do not fundamentally threaten the 
embodied person, neither do they necessarily interfere with the 
bodily integrity of a person or pose challenges which cannot be 
addressed.

Second, this first observation depends on the concrete possi-
bility of a person having control over her simulated representa-
tion. This requires dynamic consent as to whether and in which 
context a person would like to be represented by a digital twin. 
Furthermore, a person should—whenever possible—be able to 
choose both: the preferred form of simulation as well as its usage 
in terms of therapy and/or predictions on future health events.

Third, in cases where a person does not have control over her 
digital twin—that is, is not able to give consent or have aware-
ness of as well as knowledge about her current representation 
or is not able to reject or modify consent—such simulations 
threaten to become illegitimate representations. They would 
then shift the kind of interaction from representation to illegiti-
mate forms of prediction or surveillance and thereby could lead 
to infringements to individual modes of freedom. In this sense, 
a responsible way to deal with digital twins in the future will 
need a focus on interoperable interfaces between a person and 
her simulation. As argued in this paper, the embodiment of the 
machine can be a promising way to enable a person to have a 
concrete interaction with her representation.

Fourth, besides the questions with regard to the individual, the 
future rise and possible use of simulations as representations also 
entails questions of justice. It will be and remain an important 
societal question to deliberate and discuss who should and must 
have access to these simulated forms of representation. If—as 
argued in this article—representation is such a fundamental 
experience as well as condition of human existence, the access to 
good and robust representations of a person must not solely be a 
question of financial, societal or political power. Instead, it will 
be of utmost importance to societally elaborate and discuss the 
required decent minimum of access to the digital twins.

Fifth, one important focus in order to handle the predictive 
power inherent in the digital twin approaches is to look at the 
structures behind them—and this of course implies the economy 
behind them as well. The current digital twin approaches are 
all developed in the private economic sector driven by big tech 
companies with—at least recently—limited possibilities for 
public participation. At this point, analysing what is at stake as 
well as laying the foundations of an ethics of digital twins is 
only one part of the required ethical consideration and work. 
Furthermore, we have to integrate the conceptual engineering 
work into the technological development of the twins. In this 
sense, the current and future rise of digital twins may also 

reshape the necessary approach of ethical reflection and delib-
eration. The current crucial question is how we can find robust 
and innovative ways not only to follow the pathways of techno-
logical development but to shape the way in which such trans-
formations will unfold.
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