This paper explores the convergence of two recent and growing streams of bioethical work and concern. Each has originated independently, but each arises from the fact that the Common Rule that has shaped medical research ethics,¹ as institutionalized in the United States and also abroad, is largely silent about what needs to be done in response to researchers’ positive obligations. One stream concerns what to do about the sometimes vast range of findings that may arise incidentally to performing research procedures. The other asks whether medical researchers owe their study participants any “ancillary care” — that is, medical care that their study participants need but that goes beyond what is required to do the science safely.

The first of these streams has arisen in leading universities and research hospitals, at the high-tech heart of modern medicine. Contemporary magnetic resonance imaging (MRI), computed tomography (CT) scans, and genetic assays collect such a vast amount of information that latent in these procedures are various “incidental findings” about those who undergo them. This is an issue, of course, for clinicians, but a more troubling one for researchers, who may not be used to dealing with diagnoses and may not even be physicians. Here the emblematic case has been that of structural brain MRIs. A number of studies now show that brain MRIs of asymptomatic, normal volunteers will reveal anomalies requiring prompt clinical follow-up in a non-trivial percentage of cases.² A serious issue raised by these cases is the rate of false positives to be expected among any tentative diagnoses so generated; in part because the technology is quite new, the “unidentified bright objects” and other anomalies seen on a brain scan can be very hard to interpret.³ Do researchers who employ such scans have a duty to read their scans diagnostically (or to have an appropriate expert such as a neuroradiologist do so) or, to cut down on the rate of false positives, to have a clinical-grade scan done and then read for each
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normal volunteer? The question of what to do about incidental findings remains an agonizing conundrum in research ethics.

The second of these streams has arisen, instead, principally amidst the deprived and primitive conditions of the world’s poorest nations, ravaged as they are by oppression, malnutrition, and diseases, in particular the HIV-AIDS epidemic. Although there is always an element of arbitrariness in tracing a stream back to a single origin, HIV-vaccine trials are perhaps the source of this stream. As the world’s medical-research community struggles to develop potential...
Comparing the Two Topics
The topics of incidental findings and ancillary care each require more careful definition than I have provided thus far; doing so is a necessary preliminary to comparing the issues.

I take my working definition of incidental findings from Susan M. Wolf and colleagues: “An incidental finding is a finding concerning an individual research participant that has potential health or reproductive importance and is discovered in the course of conducting research but is beyond the aims of the study.”9 To begin with a point that is obvious yet helpful to orienting our comparison with ancillary care, incidental findings are elements of belief. They are not mere items of information: information that lies latent within a blood sample, DNA sample, or gene assay is not yet “found.” To “find” something, in the relevant sense, does not imply that one is necessarily the first person to have found it, let alone the only one; but it does imply that one has become aware of it or (accounting for the possibility that one is mistaken) has come to believe that one is aware of it. In particular, what the researchers incidentally find may (as far as this definition goes) have been already known to the individual research participant concerned. More interestingly, I would like to highlight and discuss two additional features of this definition.

The first is its stipulation that to count as an incidental finding, a finding must have been “discovered in the course of conducting research.” The core meaning of this phrase is clear enough: if the design of a study calls for researchers to carry out certain procedures and if, by carrying out the procedures, they discover some information pertinent to the health of the study participants (or of their offspring, existent or potential),10 then that counts as a pretty clear case of a finding that arises in the course of conducting research. Even here, there is room for a philosopher to worry the definition — a tendency I will briefly indulge, as it helps flag a point useful for my upcoming comparison. Suppose that the study calls for the use of intravenous (IV) medication and that, in carrying out the order to place an IV, one of the study nurses discovers that the research participant is an IV-drug abuser. I would read the definition quoted above as indicating that this would count as an incidental finding. I am not sure, however, that the authors of the definition intend this kind of breadth. Certainly, the research procedures they mainly discuss are not interventions such as placing an IV but rather information-gathering procedures such as doing MRIs or CT colonography or running analyses of gene arrays. Since the broader range of cases covered by this definition fits better with my understanding of ancillary-care obligations, however, I will leave the definition unaltered.11

In addition to the relatively unproblematic breadth just noted, the phrase, “in the course of conducting research” contains an ambiguity that needs to be resolved. This phrase might simply mean “during the time in which the research is ongoing,” or it might mean “by carrying out research procedures.” As an example of what might fall under the former, broader interpretation, we may think about what highly trained individuals may “find” on their way to work. One relatively well-studied example of this, which has been discussed under the rubric of “unsolicited medical advice,” is the case of what looks to a trained person to be a melanoma on the back of someone’s neck.12 The typical setting of this story in the literature so far is the bus stop. Let us change that. Suppose that, while escorting a research participant down the hall to the MRI machine, the researcher, who did a dermatology rotation in medical school, notices what looks to be a melanoma on the back of the participant’s neck. Does that count as an “incidental finding” in the intended sense? For reasons I will explain below — which have to do not simply with relating the ancillary-care topic to the incidental-findings topic, but more substantively with the nature of the underlying obligations as I see them — I will assume that this does not count as an incidental finding. I will assume that “in the course of conducting research” is to be understood as meaning “by carrying out study procedures.” Thus, walking the participant down the hall is not a study procedure.13

The second aspect of the definition I want to comment on is the notion of being “beyond the aims of the study.” This idea seems both clear and apt to me, though of course, marginal cases will arise. I take it that we should interpret it in a way that makes room for the fact that scientific studies can, and frequently do, surprise or disappoint their designers. Certainly, the definition should include findings that pertain to side effects of any drug or intervention under study. To choose an actual example, you might find out in the course of doing a study of a proposed heart medication that it enhances the erectile function of some of the participants. Although you had not aimed to find out anything about erectile dysfunction specifically, tracking the side effects of the medication was clearly within the study’s aims. (While we now tend to think of this newly discovered effect of the drug as beneficial for those who choose it, it could easily count as adverse for those who neither desire nor expect it.) Hence, this was not an incidental finding, but a finding pertinent to the study’s aims.

Let me turn now to ancillary care. The definition given in my articles with Leah Belsky says that “ancil-
lary care” is “care not required by sound science, safe trial conduct, morally optional promises, or redressing subject injury.” As the context for our analysis suggests, we are talking about medical care that research participants need (or seem to need). However, instead of defining “ancillary care” directly by reference to the aims or purposes of the research, as does the above definition of “incidental findings,” we defined it negatively by relation to the other leading reasons for thinking that medical researchers might be morally required to provide medical care to their research participants. We were seeking above all to understand a certain kind of obligation. The design of a sound study will often include providing some medical care, both because it is instrumentally necessary (say, because one has to stabilize a patient before administering a trial intervention in a way that yields clear data) and because validly addressing a worthwhile scientific question (itself an ethical requirement) requires comparing the “standard of care” for the disease or condition under study. Researchers’ responsibility to conduct their trials safely will also often mean that they need to provide medical care to help minimize adverse reactions. Researchers may further need to promise various sorts of medical care in order to recruit subjects. And if participation in research has harmed a participant’s health in some way, then researchers may well have some obligation to see to it that they get adequate follow-up care. But what about care that the participants need, but that is not covered by any of these rationales? These further cases are what raise the issue of ancillary care. The case of post-trial ART provision to HIV-vaccine trial participants who become HIV-positive during the trial, but not as a result of it, is one case in point. Here is another example, from a real case. Researchers in Benin studying vaginal microbicides discovered in one of the trial participants an ectopic pregnancy that did not result from the microbicides and that urgently called for surgery not available at the trial location. They agonized about what to do about it, ultimately deciding to pay for the woman’s surgery at another clinic.

Ancillary-care issues and incidental-findings issues, defined in these ways, importantly intersect, but do not perfectly overlap. I will mention a couple of reasons for non-overlap that are artifacts of the particular definitions before turning to a question that is more central to how we should understand incidental findings. The rubric of ancillary care is in one way narrower than that of incidental findings because care for the disease or condition revealed by some incidental findings may well be covered by one of the other grounds of obligation that our definition of ancillary care excludes. Most simply, the researchers might explicitly have promised their study participants that they would provide or organize care that responded to any incidental finding uncovered by the research. From the point of view of our analysis of ancillary-care obligations, this possibility is not very interesting, for two reasons. First, that these researchers have promissory obligations to provide care dealing with incidental findings is compatible with their also having ancillary-care obligations covering the same care, in the sense that they would have had ancillary-care obligations to provide this care even if they had not promised to do so. Second, since it is important to address ancillary-care obligations when protocols are undergoing ethical review, these ancillary-care obligations might well have implied that these researchers should have promised to provide this care.

A more interesting instance of this first sort of non-overlap, then, would be if trial safety requires providing care that follows up on an incidental finding. Suppose, for instance, a research scan done to assess the effectiveness of a new breast-cancer drug reveals a heart anomaly that increases the risk that the drug will trigger a heart attack. Responding to this incidental finding would be covered by the safety rationale, and hence would not count as a case of ancillary care.

In the opposite direction, the field of incidental findings is in one way narrower than that of ancillary care because of the former’s exclusion of items of information contributory to the study’s aims. For instance, the information that triggers the question about post-trial ART provision to participants in HIV-vaccine trials is hardly an incidental finding: rather, the fact that an individual has become HIV-positive during the course of the trial is the crucial study endpoint, the basis on which the effectiveness of the vaccine is assessed. Providing the follow-up ancillary care makes no contribution to the scientific aims of the study, but tracking the finding about individuals’ HIV status is central to the study. Accordingly, the ancillary-care framework we have defined will embrace this case as an issue to be addressed, while an incidental-findings framework rightly would not.

These complementary areas of non-overlap just mentioned are, as I say, relatively “technical” implications of the precise definitions put forward on either side — definitions that attempt, each in their way, to capture a concrete set of concerns that seem to flow together to form an important stream. In comparing the two issues, let us now look at those concrete concerns more directly, without paying so much attention to the details of the respective definitions. On the ancillary-care side, I have emphasized that much of the
discussion has been about cases arising in developing countries, where medical resources are very scarce. In working on ancillary-care obligations, however, Belsky and I set out to address the issues more inclusively than that, and in fact, included a brain-MRI example in our original article. Ancillary-care questions are, as a practical matter, generally less difficult in developed-world settings, as it often suffices to refer the participant to an appropriate specialist. However, even in the United States, there are people without health insurance, and difficult questions on whether to have research scans diagnostically read still go unanswered. Since the issue of ancillary care had been so totally neglected, we set out, in taking a first cut at it, to try to frame principles that would be applicable to the whole range of medical-research contexts. Approaching things this way meant that we were unable to be very concrete in interpreting “obligation to provide care” in our framework. For a given ancillary medical problem, an appropriate moral response in rural Africa and an appropriate moral response in a tertiary-care U.S. hospital might look quite different. In either context, though, if the researchers have an ancillary-care obligation with respect to a given medical need of one of their participants, then they will have an obligation to see to it that the person receives adequate care addressing that need.

Whereas our initial efforts at theorizing about ancillary care attempted to generalize beyond the concrete contexts that most often and most dramatically raise ancillary-care issues, discussion of incidental findings has remained primarily focused on the difficult-to-interpret high-tech results that have given rise to the issue.\textsuperscript{18} Indeed, at least one bioethicist grappling with the issue has defined “incidental findings” as having the kind of uncertain practical import that is common with the output of the new, high-tech procedures.\textsuperscript{19} The definition I quoted and discussed above, however, has no such limitation — and, for reasons I will set out more fully in the next section, I think quite appropriately not. I can make a quick case for this sort of inclusiveness here. To begin with, even the new technology can generate incidental findings for which the appropriate follow-up is quite clear. For instance, a “virtual colonoscopy” using CT technology might incidentally and unmistakably reveal an operable aortic aneurysm.\textsuperscript{20} Further, difficulty of interpretation and lack of clarity about appropriate follow-up is hardly a monopoly of the new technology. For example, a physical exam of a study participant at the enrollment stage of a diabetes-drug trial may reveal, not an obvious melanoma, but what may or may not be an incipient melanoma. While the latter possibility raises many of the concerns about false positives around which the debate on incidental findings has swirled, an obvious melanoma revealed by a physical exam should also be counted as an incidental finding.\textsuperscript{21} It certainly fits the definition of “incidental findings” discussed above, duly narrowed in the ways I suggested so as to focus on what arises from conducting trial procedures.

In considering the topic of medical researchers’ ancillary-care obligations, then, we are contemplating special obligations incumbent on certain individuals in virtue of their professional role and, specifically, in virtue of their standing in a professional relationship with their research participants. In an important way, then, the incidental-findings current naturally broadens to include most of what is of concern to those of us interested in ancillary-care obligations. In proceeding, therefore, I will largely ignore the ways in which, as a result of the precise definitions developed on each side, the two topics fail perfectly to coincide, and instead concentrate on the large area of overlap. My next task will be to summarize my account of researchers’ ancillary-care obligations so that I may then go on, in the final section of the paper, to see what implications it has for the issue of incidental findings. This is a natural way of proceeding. The concept of incidental findings refers to a range of problems. Since ancillary-care obligations, by contrast, are defined as covering a residual moral space between other, familiar obligations, any interpretation of ancillary-care obligations already points, at least by elimination, toward an answer. More particularly, my central substantive claim is that the best way to interpret ancillary-care obligations is to center them on incidental findings. If this is right, then an understanding of ancillary-care obligations provides a good moral basis for tackling the issue of incidental findings.
The Basis and Limits of Ancillary-Care Obligations

At the outset, I described both the ancillary-care and incidental-findings issues as raising questions about the positive obligations of medical researchers. It seems that if there are obligations under either rubric, they are, like beneficence obligations more generally, positive ones (i.e., obligations to do something helpful, not merely obligations to refrain from harming). They are obligations specially incumbent on medical researchers, by which I mean that researchers bear these obligations because of some feature (to be explained) of the distinctive professional relationship that researchers have to their study participants. To assert the existence of such special, positive obligations is not to deny the existence of more general ones; indeed, in our original ancillary-care articles, Belsky and I made a point of stressing our assumption that there is a general duty of rescue, incumbent on all persons, that comes into play when the need is dire and the needed intervention is comparatively easy to provide and risk-free. We see the ancillary-care obligations as additional obligations, specially owed by researchers to their trial participants, over and above any more general positive obligations.

To exhibit the intuitive appeal of this analytic structure, it will help to consider a marginal sort of case in which the general duty to rescue does not apply. Different people, operating intuitively, will locate this boundary differently. Some physicians I have spoken to submit that the case of spotting a melanoma on the back of someone’s neck at a bus stop may invoke a duty of rescue (incumbent on anyone with the ability to diagnose it), whereas other cases cross the line into “unsolicited medical advice” that is not morally required but actually morally prohibited. For instance, while a neurologist at a bus stop might, from closely observing the person next to her, confidently reach the judgment that there is a good chance that the person has a brain tumor, say, or incipient Parkinson’s, many would balk at saying that she has a moral obligation to say something to this stranger. Indeed, some would say that it would be an abuse of her power as a physician to intervene — or, that if she were to mask her expertise by saying, “Hey, you’re blinking kinda funny. Did you ever ask your doc about that?” she would not only be abusing her power but also would be acting duplicitously. While it will be controversial where to draw the line between cases imposing a general duty to rescue and those not imposing that duty, it seems clear that there is a line to be drawn. Take, then, a case in which you think it is certainly not morally required, and perhaps even morally problematic, for a physician to intervene with a stranger. Perhaps you think that one of my cases of a neurologist observing symptoms at the bus stop (either the brain tumor variant or the Parkinson’s variant) is one in which it would be problematic for the neurologist to say anything. Now take that case and place it in the research setting. That is, suppose that the neurologist notices the relevant symptoms, not at a bus stop, but during an examination that is part of a research study. I suspect you will find that this change in context makes an important moral difference, and that the neurologist has an obligation in the research setting that was missing at the bus stop. If so, then you will have recognized what I am referring to as an obligation specially incumbent on the neurologist in her capacity as a researcher and, specifically, in her capacity as part of this individual’s research team.

In considering the topic of medical researchers’ ancillary-care obligations, then, we are contemplating special obligations incumbent on certain individuals in virtue of their professional role and, specifically, in virtue of their standing in a professional relationship with their research participants. There are several reasons why this is both a difficult topic and one that has not yet been adequately addressed by research-ethics guidelines. One reason is that ancillary-care obligations are positive obligations — that is, obligations to do certain things for people, as opposed to negative obligations, obligations not to do certain things to people. I have already alluded to how little the Common Rule expresses positive obligations — except derivatively, as means of ensuring that researchers’ negative obligations are not violated. For instance, in response to scandals and abuses, the Common Rule imposed the positive duty to obtain informed consent in order to establish a procedural check that would help prevent researchers from manipulating their subjects or exposing them to undue risks. Here, the positive duty created by the regulations is in service of the underlying, negative duties. Positive obligations are generally less well understood than negative ones, and are less well reflected in the Common Rule.

An additional reason for the unsettled character of the ethical issues surrounding incidental findings and ancillary care is that the profession of medical research sits uneasily at the intersection of two older and better-understood professions: science and medicine. Rhetorically, there are many different ways of getting at this distinctive feature of medical research. In our original ancillary-care article, Belsky and I contrasted two “polar views” about ancillary care: one analogizes medical researchers to personal physicians, and hence sees researchers’ ancillary-care obligations as extend-
ing very broadly to all aspects of their study participants’ health; the other analogizes medical researchers to "pure scientists," and hence denies that researchers have any ancillary-care obligations. Here, however, to vary the rhetoric and to engage with an important recent article by Franklin G. Miller and Donald L. Rosenstein on the professional obligations of medical researchers, I will present things differently.

Miller and Rosenstein, writing generally about "The Therapeutic Orientation to Clinical Trials," decry the confusions that flow from conflating clinical research with medical care. "To avoid exploitation and misplaced trust," they argue, "an investigator approaching a patient about enrollment in a study should describe his or her own role as primarily that of a scientist in pursuit of knowledge aimed at improving medical knowledge. In my papers with Belsky, however, the "pure scientist" had an additional defining characteristic, namely the tendency to assert that "pure scientist" was paradigmatic.

Although the rhetoric here differs quite markedly from our own dialectical use of the figure of the "pure scientist," I actually have no quarrel with these claims of Miller and Rosenstein. I agree that medical researchers occupy a very different role than that of primary-care physicians and other clinicians, and that this difference hinges on the fact that medical researchers aim primarily to contribute to general knowledge. In my papers with Belsky, however, the "pure scientist" had an additional defining characteristic, namely the tendency to assert that because medical researchers are scientists first and foremost, they have no ancillary-care obligations. In arguing against the model of the pure scientist in our articles, therefore, Belsky and I were not disagreeing with Miller and Rosenstein's sort of characterization of medical research, but instead were targeting the claim that medical researchers have no ancillary-care obligations. That medical researchers lack ancillary-care obligations simply does not follow from the fact that they are scientists, first and foremost. After all, they are scientists involving human subjects in their research.

Miller and Rosenstein concede that the analogy to research with healthy volunteers only takes one so far: "Just as it is inaccurate to conceive of clinical trials as a form of medical care, it is unrealistic to think of research involving patients as the same as research involving healthy volunteers. Unlike healthy volunteers, patient-subjects do need treatment and care." This is fair enough as far as it goes, but the issues of incidental findings and ancillary care show that it does not go far enough. These issues reveal that the idea of a "healthy volunteer" is a misleading abstraction. A non-trivial percentage of the supposedly healthy and indeed asymptomatic volunteers who sign up for brain MRI studies, as we have seen, will be harboring, unbeknownst to anyone, potentially dangerous brain anomalies. A "healthy volunteer" for a study on CT colonography may turn out to have a dangerous aortic aneurysm. Yes, theoretical individuals who are stipulated to be, in a pure and abstract sense, "healthy" will not need treatment or care, but the flesh-and-blood "healthy volunteers" that research medicine actually enrolls may, in fact, not be fully healthy after all, despite the best efforts of the study's pre-enrollment screening team. When the research discloses their lack of perfect health, we have an incidental finding and a potential claim for ancillary care.

Our argument against the polar view that assimilates ancillary-care obligations to a clinician's obligations to his patients was essentially the same as Miller and Rosenstein's central argument against the "therapeutic orientation": this polar view clashes with the organizing purpose of the research enterprise. The attempt to maintain it in the face of contrary reality thus leads to all sorts of "ethical distortion." But what are the arguments against seeing medical researchers as scientists who, given their primary allegiance to science, have no ancillary-care obligations? This is an issue on which Miller and Rosenstein leave matters open. I see two principal ways of arguing this latter point, one more direct and intuitive and the other working more indirectly, by analogy to other spheres. It was the latter, indirect mode of argument that led Belsky and me to our specific proposal about the content of researchers' ancillary-care obligations. Before I come to that line of argument, though, let me briefly describe the more direct line.
The more direct line of argument takes off, in effect, from the way in which, as we have just seen, Miller and Rosenstein’s concession needs to be revised. It is not merely that medical research deals with “patients” as well as with “healthy volunteers.” The point, more generally, is that the medical research we are talking about enrolls human beings, on whom it experiments. When one does that with another human being, one naturally comes under particularly close scrutiny by reference to a moral principle that constrains all of our actions, namely the Kantian principle that we ought not treat persons as mere means. Although the general meaning of this principle is notoriously elusive, the context of medical experimentation on human subjects exemplifies the dangers of treating persons as mere means. To treat someone as a mere means to gathering proteins or genes or to observing the interaction between T-cells and viruses is to treat them as a mere means, period. What it takes, in this context, to treat them also “as an end” thus becomes the question. If research participants had full information about their condition and have attained a full understanding of the nature and the risks of the procedures involved in the research, securing their informed consent to participation would probably suffice. Indeed, under those idealized suppositions, interfering with their ability unconstrainedly to enter into researcher-participant relations — say by institutionally imposing an ancillary-care obligation, a level of enforcement the present essay does not reach — would seem to be an objectionable form of paternalism. Equally clearly, however, these idealizations falsify. Research participants generally lack this full understanding. Further, as the case of incidental findings again shows, they enter studies lacking full knowledge about their own medical conditions. Hence, any paternalism here is “soft” because interference is justifiable by reference to what the individuals would choose if they had full information and ideal understanding. Given the lack of full information and given the huge average asymmetry in knowledge and understanding between the researchers on the one side and research participants on the other, we should conclude that the procedural safeguard of informed consent does not ensure that research participants are treated “also as ends.”

Concretely, we may confirm this conclusion by imagining a confrontation in which a researcher denies ancillary care to a research participant who otherwise would be unable to get it. Suppose that, in a variant of the Benin microbicide example mentioned above, microbicide researchers discover a dangerous ectopic pregnancy in one of their participants, someone who otherwise would lack any access to surgical care; but suppose that, unlike in the real case, the research team includes a surgeon and has an operating room in its local clinic. Suppose further that they could do the operation needed to save the woman’s life, though with some considerable strain and some diversion of study resources. Refusing to do the surgery on the ground that the team is there to do research and not to provide clinical care would be, it seems to me, to treat this woman as a mere source of data about the effectiveness (or whatever) of microbicides, and not also at the same time as an end.

This direct argument, insofar as it is successful, helps explain why there would be ancillary-care obligations that constrain the arrangements otherwise freely arrived at between researchers and study participants, but it does little to help us figure out the specific contours of these obligations. For that purpose, and to confirm the conclusion that these obligations exist, it is useful to consider some analogous situations. There are many potentially illuminating analogies to draw on. Here, to vary and supplement the approach taken in our original articles, I offer one drawn from general beneficence and one drawn from legal ethics. As I have noted, we all have general duties of beneficence that include at least some limited duty of rescue. Within the context of these general duties, something interesting occurs once one has started helping someone else. As Barbara Herman observes:

> Normally, in providing aid, we take on new responsibilities. You have a headache; I offer aspirin, but by mistake give you antacid. Even if it is now harder to give you the aspirin you need than it would have been, because I started helping I now have to do more. If the aspirin I give you makes you suddenly ill, I am at the front of the line of those who should get you help.

My intuitions align with Herman’s here; but if she and I are right, the question is, why is this so? At the most elementary level, it is obviously relevant that by starting to help a stranger, one enters into a relationship where previously there had been none. If the existence even of this informal and praiseworthy sort of relationship begins to heighten one’s responsibility for helping another, so, too, may the existence of a researcher-participant relationship.

To begin to work out how to understand the idea of “relationship,” here, and for a type of case considerably closer to that of medical research, consider the moral position of a litigation attorney, Marvin, in the following two scenarios:
Strangers on the Plane: Marvin’s seat mate on the long trip has been chatty. Immediately upon finding out that Marvin is a litigator, the seat mate launches into a complex description of a lawsuit he is intending to file. From the description, Marvin can tell that unless the seat mate files suit within three days, the claim will evaporate. Nonetheless, Marvin is tired, and instead of mentioning this fact, which would require some explanation, he cuts off his seat mate’s conversation as soon as he can, and goes to sleep.

A Stranger in the Office: As soon as the new potential client, who is sitting in Marvin’s office, has finished explaining the matter he wants litigated, Marvin can tell two things: first, that he has no intention of taking on the case himself, and, second, that unless the person files suit within three days, the claim will evaporate. Nonetheless, instead of mentioning the latter fact, which would require some explanation, Marvin cuts off his visitor’s conversation as soon as he can, saying that he is too busy to take on the case, and proceeds to his next appointment.

While these two scenarios are similar, Marvin has a special obligation in the second case that he lacks in the first.\(^{34}\) I gather that this is so as a matter of accepted canons of legal ethics, and it also seems an intuitively clear difference to me; but this differentiation cries out for explanation.

Making explicit the moral difference between these two cases, as I see it, will bring me to the positive proposal Belsky and I have made about researchers’ ancillary-care obligations, our “partial-entrustment model.” In both cases, the stranger offers Marvin information that would otherwise be covered by a right of privacy — that would be privileged, for instance, had the stranger already communicated it to another attorney. Only in the office case, however, has Marvin consented, even implicitly, to be the recipient of such private information. Once having agreed, as a legal professional, to be the recipient of this otherwise private information that he is relatively expert in processing, Marvin may appropriately, as a moral matter, be deemed to have accepted this information in trust. His having done so gives him some special responsibility to respond to it in a professionally competent manner on this erstwhile stranger’s behalf, whether or not he ends up taking the case. This special responsibility by no means extends to the visitor’s whole welfare, but is delimited by what would count as responding appropriately to this information.

As I now understand our partial-entrustment model of medical researchers’ ancillary-care responsibilities, they are precisely analogous to these special obligations that arise in the office case. To explain this in detail, I need to invite the reader to consider informed consent from a non-standard angle. The Common Rule, with its preoccupation with preventing another Tuskegee, casts informed consent as playing the roles — naturally enough — of adequately informing research participants (as the Tuskegee participants were not) and of securing their voluntary consent. Informed consent thus serves as a substantive ban on duping research participants and as a procedural device to help prevent them from being abused or exploited. In addition to these roles for informed consent, however, there is a third role, one that is, in a way, morally more primitive. Researchers need their participants’ informed consent because they need their participants’ permission to do all sorts of things that would otherwise be impermissible: to touch the participants in certain ways, to collect and study samples of their tissues and bodily fluids, and more generally to collect confidential medical information about them.\(^{35}\) Although permission may be needed for various reasons in each of these cases, a common thread runs through them all: each of these types of action for which medical researchers need special permission is saliently, from the researchers’ point of view, a mode of gathering information from this particular individual information that would otherwise be covered by a right of privacy. By soliciting these permissions, the researchers have implicitly consented to being the recipients of this private information. Accordingly, just as in the office case, medical researchers, via the informed-consent process, become entrusted with special responsibilities pertaining to the information thus gathered. Again, to say this is to make no claim about whether either party believes that any entrustment has occurred or whether either party trusts the other. Rather, it is to make the moral claim that it is appropriate to deem the researchers to have implicitly accepted an entrustment-style responsibility to respond appropriately and professionally to the information thus gleaned. This special responsibility is the core of their ancillary-care obligations.
Because this talk of waivers of the right to privacy may seem rather highfalutin’, it may help to go back to Herman’s observation about what happens when one starts to help a stranger. From the point of view of this notion of partial entrustment, we can see that, once one offers a stranger an aspirin, one willingly enters into aspects of the stranger’s life that would otherwise have been none of one’s business. Once one starts finding out intimate details about someone’s headaches — or tumors, or aneurysms — by a process that (unlike in “Strangers on the Plane”) one has voluntarily accepted, one starts to accrue special responsibilities to deal with the follow-up.

Every incidental finding thus falls within the scope of the ancillary-care obligation and therefore counts as giving rise to a potential ancillary-care claim, unless a stricter basis of obligation, such as the requirement to conduct studies safely or the requirement to fulfill one’s promises, already covers it.

I have just said that this idea of partial entrustment captures and explains the “core” of medical researchers’ ancillary-care obligations. I do not believe, however, that it is the whole story. Medical research is a tremendously varied enterprise, and studies differ radically one from another. Many of the differences of study design, conduct, and context play some role in shaping the specific ancillary-care obligations that apply to a given study. In order to mark these two aspects, our original articles labeled the core concern a matter of the “scope” of the ancillary-care obligation, provisionally lumping the remaining factors together under a test of the obligation’s “strength.” A given aspect of a participant’s health is rightly deemed to have been entrusted to the researchers’ care — and so to be within the scope of the special ancillary-care obligation, only if the researchers needed permission to collect information pertaining to it in order to proceed plausibly with their study.36 The factors affecting the ancillary-care obligation’s strength in the context of a given potential claim (within the scope of the obligation, as just defined) and a given study include the following:

(1) how much difference getting care would make to the welfare of the individual (“vulnerability”); (2) how dependent such an individual is on the research team for getting that care (“dependence”); (3) how intense and long-lived the relationship expectably is between researcher and participant (“engagement”— recall the case of starting to help a stranger); (4) whether the researchers owe the participants any debt of gratitude for their willingness to undergo procedures that may be risky, painful, or inconvenient (“gratitude”); and (5), countervailingly, the cost to the research enterprise of providing any ancillary care.37 For a given claim to ancillary care to succeed, it must pass both tests, scope and strength.

On this analysis, all of the factors that shape medical researchers’ ancillary-care obligations can be assessed at the stage of initial protocol review, on the basis of the study’s general design, though of course there may always be some surprise needs for ancillary care. One might not be able to predict an ectopic pregnancy, but one would be able to say in advance that if a researcher conducting physical exams as part of a vaginal microbicide trial discovered an ectopic pregnancy, dealing with that would fall within the scope of the research team’s ancillary-care obligation. In this case, the difficult question will be whether the ancillary-care claim passes the test of strength. In the actual case in Benin, where the closest surgical facility capable of doing the needed surgery was in the capital of a neighboring country, the cost to the research enterprise of diverting resources to the necessary evacuation would probably have justified omitting to ensure that this woman receive the operation she needed, tragic as that outcome would be. Judging by his inspiring commitment to the poor in Haiti, Dr. Paul Farmer would have insisted on finding some way to get her there, and in so doing would have taught the world a lesson about the injustice of a world in which this predicament arises; but it seems to me doubtful that these researchers had a moral obligation to take such a step. We should not forget, however, that in many cases the test of strength will be easily met. If, for example, infectious-disease researchers find worms in the African children they are studying, they have, over and above any duty of rescue, an ancillary-care obligation to provide them with de-worming pills, which are cheap and effective. And very many cases will fall in between the Benin case and the de-worming case.

Implications of the Partial-Entrustment Model for Incidental Findings

I am now in a position to develop my earlier remark about the idea of incidental findings posing a question to which an understanding of ancillary-care obli-
gations provides an answer. If we accept the interpretation of “in the course of conducting research” for which I argued in Section 2, which includes any incidental finding arising from carrying out a study procedure, then every incidental finding falls within the scope of what has been entrusted to the researchers’ care, according to the partial-entrustment model. Every incidental finding thus falls within the scope of the ancillary-care obligation and therefore counts as giving rise to a potential ancillary-care claim, unless a stricter basis of obligation, such as the requirement to conduct studies safely or the requirement to fulfill one’s promises, already covers it. Accordingly, because the test of scope is automatically satisfied by incidental findings so interpreted, the significant moral question from the point of view of the partial-entrustment model is always whether a given type or instance of incidental finding satisfies the test of strength. If it does, then the researchers who generated it have some obligation to see to it that the research participant gets appropriate care. Again, what it means to “see to” this will vary radically, depending on whether the researcher is in rural Benin or in a tertiary-care hospital in Boston.

Related to this variability in the economic and institutional context of research is variability in the composition of research teams. In speaking of “researchers’” ancillary-care obligations, I have proceeded as if a study were the work of one, lone primary investigator who is a physician. In reality, of course, this is rarely the case. Research teams are often large and variegated, and researchers often work hand-in-hand with sponsors, host governments and institutions, individuals’ personal physicians, and others. How ancillary-care obligations ought to be parcelled out among all of the various partners to modern medical research is a difficult question. While specific cases of this kind of question are whether researchers have a duty to seek the advice of an outside consultant about a scan that looks suspicious and whether, if a reasonably high rate of suspicious scans is expectable, the research team ought to include a radiologist or other diagnostician from the beginning. I will return to these cases below.

In recent discussions of the issue of incidental findings, the question has been raised as to whether researchers have any obligation to hunt for incidental findings. The partial-entrustment model answers this question with an unqualified “no.” To explain why, I need to remind you of the precise grounding for the partial-entrustment model set out in the last section. A different sort of partial-entrustment model, which I reject, might generate another answer — for example, a partial-entrustment model according to which “aspects” of a person’s health, thought of as being almost a kind of “thing,” are entrusted to the researchers’ care. For instance, one might think that participants in an emphysema study entrust the health of their lungs to the researchers’ care (or is it their respiratory system more generally?). For someone proceeding down this route, the tendency would be to let the boundaries of the entrustment be set either by the boundaries of major organ systems or else by the conventional boundaries of medical specialties. On the latter basis, a participant in an ear-infection study might be thought to entrust to the researchers the care of his ear, nose, and throat. This crudely reified and body-based idea of the scope of entrustment is not the one that our partial-entrustment model endorses. Instead, our account of the scope of entrustment is keyed to the procedures — understood broadly so as to include taking medical histories, doing physical exams, running scans, administering drugs, and otherwise intervening — that the research protocol involves. To summarize the relevant part of the last section’s argument, the thought is this: doing such procedures will elicit information about the participants that, in the absence of the permissions collected in the informed-consent process, would be covered by the participants’ rights to informational privacy. Having gotten the participants to waive these privacy rights, the researchers correspondingly come to have duties of care with regard to the pieces of information — and in particular the incidental findings — that fall in their hands by doing the research procedures. On this understanding, a participant’s claim to ancillary care is a kind of remedial claim: it is a kind of remedy for the relaxation of privacy rights dictated by the study. Information that sits latently in a computer’s digital encoding of an MRI image or other kind of scan, recall, has not yet been “found” and so is not yet an incidental finding. Now, to go hunting for additional incidental findings is, in the first instance, to exacerbate the blow to privacy for which the ancillary-care obligations function as a kind of remedial compensation. The emphatic nature of the “no” issuing from the partial-entrustment model to this question about hunting for incidental findings, then, expresses the conclusion that such hunting is not morally required on ancillary-care grounds and, indeed, is morally problematic.

Strictly speaking, in fact, hunting for incidental findings is conceptually impossible. What people seem to mean by “hunting” for them is to widen the scope of one’s information-gathering beyond what would be dictated by the research design so as — either by oneself or with the help of a consultant — to seek a broader range of findings of potential diagnostic sig-
nificance. But the definition of “incidental findings” that I am using here, especially given the interpretation of “in the course of research” for which I have argued, implies that these further findings would not count as incidental findings. Because they would not be arrived at in the course of research — that is, not by carrying out study procedures but by engaging in some further hunting expedition — they would not be incidental findings.

So the partial-entrustment model of ancillary-care obligations issues no call for researchers to go hunting for incidental findings; but what if there is a mismatch between the procedures done and the permissions obtained? Cases of this kind are likely to occur, for instance, with research utilizing CT colonography. As the name of this technique indicates, it is a way of using CT scans to obtain a detailed image of the colon. As it happens, however, the scans done for this purpose often end up collecting imaging data not only about the colon but also about the whole lower torso. Accordingly, research on the effectiveness of this procedure in detecting colonic abnormalities turns out to generate numerous incidental findings outside the participant’s colon. But now what would be interesting to know is whether the informed-consent forms for these studies ask the participants’ permission to collect information about that whole lower torso, or whether the forms instead simply ask permission to collect information about their colons. In studies in which CT colonography researchers collect only the latter, narrower permission, we would have the kind of mismatch I have in mind between the permissions given and the range of the likely incidental findings. What does the partial-entrustment model say about this?

My perhaps simple-minded response is to remind the reader that the partial-entrustment model holds that the scope of entrustment is fixed, not by the permissions that the researchers happen to have collected, but by the permissions that they needed to have collected in order to proceed permissibly with the study. My guess is that, across the full range of medical research, the permissions actually collected are most commonly far more inclusive than they need to be to cover the procedures that the research will actually involve. Whether because lawyers get involved in drafting informed-consent documents or for some other reason, there seems to be a tendency to gather very broad permissions, just in case they end up being needed. In the case of a CT colonography mismatch, however, we have an opposite kind of example, in which the researchers did not collect a broad enough permission to cover what they have actually done. If the extra-colonic information remained merely latent in the computer, then this would not be the case; but if the information is converted into a readily interpretable image on the screen, then it has been exposed to the view of the member of the research team (or the expert to whom they have, in effect, subcontracted) who reads the scan. If there is a large, extra-colonic tumor in the lower abdomen, this person will have no choice but to see it. Studies that involve reading scans covering the whole lower torso should obtain permission for so doing.

In response, researchers might wish to redesign their CT colonography scan software so that the only digital information converted to an image on the screen is information about the colon. If they are able to do that, then the permission they require would not be as broad and the corresponding ancillary-care obligations would shrink accordingly. I have no problem with that outcome in the abstract. What I would find morally troubling would be a case in which researchers pursued this sort of technological innovation solely for the purpose of evading the ancillary-care responsibilities that they would otherwise have. That would be like getting drunk at the beach, not for the enjoyment of with regard to incidental findings and ancillary care, at least, we can gain considerable clarity by stepping back far enough to see how these issues join to form a mighty river.

Stepping back to take a broader view of the territory I have covered, what I hope above all to have established is that the streams of concern exhibited in the heretofore independently discussed issues of ancillary care and incidental findings do, in fact, flow together.
it, but solely for the purpose of evading any obligation to rescue anyone who begins to drown. So to proceed, in either context, would be to display the vice of pusillanimity or mean spiritedness. I can well imagine, however, that modifying the software supporting virtual colonoscopies so that only the colon is displayed might well enhance this tool as a means of detecting anomalies in the colon, for this modification would get rid of a lot of potentially distracting images and let the viewer concentrate on what they are supposed to be looking for.

What about having an image such as a brain scan read by a diagnostician instead of simply by the researcher, as the researcher's training might be in psychology (or, nowadays, in philosophy), and not in medicine? Or, alternatively, what about doing a clinical-grade brain scan in addition to the cruder research-grade brain scan? Neither of these ways of adding to the diagnostic power and accuracy of a study's procedures is directly called for by the partial-entrustment model. The first, the optional diagnostic read, looks like a case of hunting for additional diagnostic findings. The second, the diagnostically tuned scan, could also be entered into in this spirit; but it is more likely to have a different purpose, one that may also apply to the first option. Each of these additions to brain-imaging studies could be justified by the following blend of pragmatic and ethical argument:

*Research scans always have the potential of hitting even the medically untrained reader in the face with an obvious anatomical anomaly. When this happens, the scan will have generated a concern that falls within the scope of the researchers' ancillary-care obligations. Researchers without diagnostic training, however, or researchers working from scans not appropriately tuned for diagnostic purposes, will have a much higher tendency to reach false-positive conclusions about participants' health, potentially wreaking havoc with their lives. In order to reduce this danger that the researchers' attempts conscientiously to fulfill their ancillary-care obligations will have negative, and even disastrous, unintended results, it is better to import some techniques of clinical medicine into the study.*

This strikes me as a fully reasonable argument, but one requiring much fuller exploration of the many questions it raises. The sort of blending of research and clinical approaches it proposes, for instance, flies in the face of the clear separation of these enterprises for which Miller and Rosenstein argue. I cannot purport to offer closure here on these difficult issues about false positives and incidental findings; I hope only to have made clear what the partial-entrustment model of ancillary-care obligations implies about the issue.

Stepping back to take a broader view of the territory I have covered, what I hope above all to have established is that the streams of concern exhibited in the heretofore independently discussed issues of ancillary care and incidental findings do, in fact, flow together. They come together because a sound understanding of researchers' ancillary-care obligations will key them to what count, strictly speaking, as incidental findings. Incidental findings in the formal sense — the sense secured by Section 2's work with the slight, residual ambiguities in the definition from Wolf and her colleagues — are findings that arise from carrying out study procedures. It is precisely those findings that, according to the partial-entrustment model of researchers' ancillary-care obligations, give rise to a potential claim for ancillary care. Whether researchers actually have a duty to provide ancillary care of a given sort depends also on the additional factors I have lumped together under the heading of "strength." For instance, among the factors on which the strength of ancillary-care obligations depends is the one we called "vulnerability": how much difference would it make to a subject's health for the ancillary care to be provided? The more ambiguous the clinical import of a given incidental finding, the weaker the subject's claim to ancillary care. But there are also many other, situationally variable factors that affect the strength of subjects' claims to ancillary care. In ethical theorizing such as this, we can never afford to forget the tremendous concrete diversity of the cases from which our concerns spring. However, with regard to incidental findings and ancillary care, at least, we can gain considerable clarity by stepping back far enough to see how these issues join to form a mighty river.41
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17. For such reasons, and not merely reasons of limited space, we dropped mention of promises made for recruitment purposes from the definition we give in Belsky and Richardson, supra note 14.
18. For example, although Wolf et al., supra note 9, note that incidental findings may arise more broadly, that consensus paper concentrates on high-tech imaging and gene assay cases.
19. Moira Keane’s thoughtful presentation at the Minnesota conference suggested this.
21. On the basis of the analysis of ancillary-care obligations to be put forward in the next section, my position would be that noticing a melanoma during an enrollment physical on some part of the participant’s body that is normally covered with clothing, brings it within the scope of the researchers’ ancillary-care obligations, although spotting a melanoma on the back of a participant’s neck while he or she is walking down the hall does not. While this differentiation may seem counter-intuitive, I explain the basis for the distinction in privacy concerns below.
22. I do not mean to assert that this professional obligation of medical researchers lacks analogues in other professions; indeed, I affirm that it does, and describe some analogues below in the text. Even so, this obligation of medical researchers, as I will explain it, seems to me to be self-standing in the sense that even if there were no other professions in which a like responsibility arose, this one would still exist. I am grateful to Franklin Miller for discussion of this point.
23. See Richardson and Belsky, supra note 14, at 26; Belsky and Richardson, supra note 14, at 1494.
24. In a survey in the late 1990s of European adults about the case of a doctor who sees a black spot that he is almost certain is a melanoma on the face of a woman at a bus stop, only a minority of lay people (34 percent) thought the doctor should say something, while even fewer of the doctors surveyed (23 percent) thought so. M. Zwitter et al., “Professional and Public Attitudes towards Unsolicited Medical Intervention,” British Medical Journal 318, no. 7197 (1999): 251-253. In the text, I have described the example as involving a spot on the back of a person’s neck in order to make it seem more likely that the person might not have noticed it.
25. In saying that there is this line to be drawn, I do not mean to be disagreeing with Sarah Buss’s point that, in U.S. culture, the idea of minding one’s own business has too much sway, leading us unduly to constrict our interpretation of our general obligations of beneficence. S. Buss, “Appearing Respectful: The Moral Significance of Manners,” Ethics 109, no. 4 (1999): 792-826.
26. See Richardson and Belsky, supra note 14, at 26-27.
28. Id., at 1386.
29. Id., at 1386.
30. Because the paternalism involve in constraining medical research with regard to ancillary care and incidental findings would be “soft” in this way, it would avoid the main brunt of the critical argument in F. G. Miller and A. Wertheimer, “Facing Up to Paternalism in Research Ethics,” Hastings Center Report 37, no. 3 (2007): 24-34.
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7. One aspect of this tension, as it arises in a closely allocated context, is thoughtfully explored in M. Merritt and C. Grady, “Reciprocity and Post-trial Access for Participants in Antiretroviral Therapy Trials,” AIDS 20, no. 14 (2006): 1791-1794.
10. This parenthetical glosses what I take to be the intended import of “reproductive importance,” since the research participant’s own reproductive capacities fall within his or her health. Strictly speaking, of course, concerns about the health of already existent children do not fit under the rubric of “reproductive importance.” Still, incidental findings in genetic studies, in particular, can certainly arise that are highly relevant to the future health of already existent children.
11. To narrow the definition to rule out the IV/drug-abuser case, it would suffice to replace the phrase “in the course of conducting research” with “via the information-gathering means used in conducting research.”
13. Why not? The answer that will be supported by the substantive view I lay out below is that it is because no permission was needed from the participant in order to walk down the hall with them. For readers in doubt about this, however, I could change the case in the text back to the bus-stop context in order to bring out the ambiguity in question: “In the course of a study — that is, while it is still ongoing — a researcher might run into one of the participants at a bus stop and while there, notice what looks to be a melanoma on his or her neck.”
31. The point of this further stipulation is to put this surgery beyond the reach of the general duty of rescue, which is generally thought of as being limited to relatively easy interventions. If the case still seems to you to fall within the scope of the duty of rescue, please vary the hypothetical facts accordingly.
33. My thanks to Aaron Marcu for the example, which I take verbatim from my unpublished essay, “Special Obligations of Beneficence: The Case of Medical Researchers’ Ancillary-Care Obligations.”
34. Some readers will deny that there is a moral difference between the cases because they hold that, in effect, that Marvin has a duty-to-rescue sort of duty to warn in both cases. To restore the difference between the cases, I would ask these readers please to adjust downward the urgency and stakes of the warning. I do agree that, when the stakes are high enough and the urgency extreme, the duty to rescue will supersede the difference that the two scenarios are designed to highlight.
35. At the Minnesota conference, Ellen Wright Clayton asked me what I would say about research that is done on the basis of tissues in tissue banks without collecting any permissions. That is an interesting question. If the tissue samples are not fully anonymized, then permissions should have been collected, if not by the researchers using the tissue bank, then at least by the researchers who collected the tissue in the first place. If those latter permissions included permission to do future research using the tissues, then perhaps the research participants should be taken to have waived any further privacy claims that pertain to the tissues. I gather that federal statutes would encourage this reading. If we understand things that way, then the researchers doing the research using the tissue bank may not be the same people as the researchers who agreed to be the recipients of otherwise private information. If that is so, there would be no partial-entrustment relationship of the kind on which my analysis focuses between the tissue-bank researchers and the initial tissue donors.
36. A principal reason for this rather cumbersome wording is that the permissions that researchers in fact collect from their study participants are often far more sweeping and inclusive than they need to be, whereas our analysis attempts to keep things focused on (1) what actions called for by the study protocol bump up against the participants’ bodily and informational privacy rights and (2) what permissions the study design therefore requires the researchers to collect in order to proceed without violating those privacy rights. I come to an additional, complementary reason for this wording in my section in the text on the “Implications of the Partial-Entrustment Model for Incidental Findings.”
37. For a much more detailed analysis of some of these “strength” factors in a particularly challenging context, see Richardson, supra note 8.
38. This is a question on which Participants in the 2006 George-town University Workshop on the Ancillary-Care Obligations of Medical Researchers Working in Developing Countries, “The Ancillary-Care Obligations of Medical Researchers Working in Developing Countries,” PLoS Medicine, forthcoming 2008, makes a start.
39. Our analogy to the old common-law idea of bailment in Richard-son and Belsky, supra note 14, at 28, has the disadvantage that it may suggest this reified interpretation of the scope of entrustment, since bailment is the limited entrustment of some valuable thing, such as an automobile. Our intention, however, was simply to use this analogy to introduce the idea of a limited and partial entrustment. I continue to think the analogy to bailment useful, as it illustrates how obligations can arise from voluntary transactions in a non-promissory way. See my “Special Obligations of Beneficence,” supra note 33.
40. See Hellström et al., supra note 20.
41. “The big muddy,” the unsympathetic reader will nickname it. I cannot claim to have attained ideal clarity about these complex issues. I can only invite this reader to further improve our understanding of how these issues interrelate.